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Modification of beam diagnosis chambers in RILAC2 high-energy

beam transport

K. Yamada,∗1 R. Koyama,∗2 T. Nakamura,∗2 M. Hamanaka,∗2 M. Fujimaki,∗1 and N. Fukunishi∗1

The vacuum chambers in the high-energy beam
transport line between the RILAC2 and the RRC have
been modified in order to extend the beam diagnosis
devices such as a beam profile monitor and movable
slits. Figure 1 indicates the schematic view of the
beam line. The vacuum level in the section including
a rebuncher located at S31 (S3-REB) has also been
enhanced by mounting additional vacuum pumps in
an arrangement previously presented in report 1. The
modifications are listed as follows.

Fig. 1. Schematic view of high-energy beam transport be-

tween RILAC2 and RRC.

• location C22 (just upstream of the wall between
the AVF and RRC vault):
The existing vacuum chamber has been replaced
by a larger one to increase the number of the port
for movable slits that define the beam emittance
of RRC injection by combining with the slits at
location C21a. A plastic scintillator for time-of-
flight measurement, a beam attenuation mesh, a
220 L/s turbo molecular pump, and a beam stop-
per for radiational safety are also mounted on the
C22 chamber. A wire-scanning beam profile mon-
itor will be attached on the chamber to check the
beam size on the plastic scintillator.

• location S31a (upstream of the S3-REB):
The existing chamber has been replaced by a
middle-sized chamber used for a standard in
RIBF. A 350 L/s turbo molecular pump has newly
been attached to the S31a chamber to improve the
vacuum level. A beam attenuation mesh, a wire-
scanning beam profile monitor, and a Faraday cup
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are mounted on the chamber as well.
• location S31b (just downstream of the S3-REB):

A new small chamber has been installed only for
mounting a wire-scanning beam profile monitor.
This beam profile monitor is used to adjust the
beam trajectory in the S3-REB section by com-
bining with the beam profile monitor at S31a.

• location S41 (just downstream of the singlet
quadrupole (Q) magnet):
A beam profile monitor chamber located at S40
(just upstream of the Q-magnet) and a vacuum
gate valve located at S41 have been exchanged
with the aim of checking the degree of disper-
sion corrected by the Q-magnet. A 220 L/s turbo
molecular pump has been mounted on the S41
chamber.

• S6-REB (rebuncher located at the S61):
Two gate valves have been installed at each end of
the S6-REB. This installation enables maintaining
the devices without breaking the vacuum in the
long section between S41 and S71.

• location S64:
A new large vacuum chamber has been installed,
as shown in Fig. 2. A plastic scintillator, a beam
attenuation mesh, a wire-scanning beam profile
monitor, a build up secondary-electron suppres-
sor, a Faraday cup, and a 220 L/min turbo molec-
ular pump have been attached to the chamber.
Two other diagnosis devices are expected to be
appended onto the chamber. A fast current trans-
former (C.T.) has newly been installed just up-
stream of the chamber.

Fig. 2. Photograph of the new chamber installed at S64.
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Upgrading the server system using virtualization technology
in the RIBF control system

A. Uchiyama,∗1 M. Komiyama,∗1 and N. Fukunishi∗1

In an RIBF control system, the Experimental
Physics and Industrial Control System (EPICS) has
been introduced on Linux and vxWorks since 20011).
Owing to a centralized management system, all com-
puters for EPICS programs share common network
storage that implements a file transfer protocol (FTP)
and a network file system (NFS) as key services. In
order to achive service reliability enhancement of the
key services, we constructed failover clusters in 20082).
Considering the short life cycle of server hardware,

aging servers should be replaced periodically. In term
of the reliability, the replaced system should enhance
the efficient operation of server hardware resources, for
example improvement of CPU utilization. Currently,

Table 1. Comparison of the old redundant system and the

new server system in the main services.

Service Old methods Replaced system

NFS Failover cluster Dual NAS con-
trollers

PostgreSQL Failover cluster vMotion

FTP Failover cluster vMotion

EPICS IOC None vMotion

DNS Primary/Secondary Primary/Secondary,
vMotion

LDAP None vMotion

EPICS ap-
plications

DNS round robin DNS round robin,
vMotion

Fig. 1. System chart of the upgraded virtualization server

system, NAS, and LACP-based network.
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virtualization technologies, such as KVM, Xen, and
VMware are widely used in many scenarios. For the
RIBF control system, virtualization software, which
realizes a hardware sharing system, was slected for the
following reasons:

(1) To reduce operational costs, it is efficient to
make virtualized image files from current physi-
cal servers without modifications to the system.

(2) Other required services should be constructed by
a High-availability (HA) system.

(3) Complex clustering should be avoided in order
to minimize maintenance cost.

(4) Virtualization software with reliable support ser-
vices are commercially available.

(5) Even if physical servers encountered an issue,
there should be no downtime for the guest oper-
ating system.

Therefore, we adopted VMware vSphere 5 as a virtu-
alization software for the RIBF server system, and Net-
work Attached Storage (NAS) manufactured by Ne-
tApp as a shared storage with an HA system has been
implemented (See Fig. 1). In this system, the services
for the shared EPICS programs and the virtualized
image files in VMware environment are provided by
the NAS. To improve service reliability, live-migration,
which moves the guest hosts to other physical servers
without downtime, is provided by VMware vMotion.

For ensuring the scalability and availability of the
network, the network between NAS and a network
switch uses the Link Aggregation Control Protocol
(LACP). LACP bundles several physical Ethernet
ports in a single logical channel. In fact, EPICS In-
put/Output Controllers (IOCs), Domain Name Sys-
tem (DNS), Lightweight Directory Access Protocol
(LDAP), PostgreSQL, MySQL, Process Variable gate-
way3), backup systems, and EPICS application servers
were constructed on the virtualization environment
(See Table 1).

The VMware cluster consists of three physical
servers (dual-socket Intel Xeon E5-2630), and 20 vir-
tualized servers have been running on this cluster since
Jan 2014. Replacing an aging system with a virtual-
ization system with HA, it can facilitate efficient use
of server resources and operational costs.
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