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Control system for the magnet power supplies of the Rare-RI Ring 
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We report on the status of the control system of the 
magnet power supplies of the rare-RI ring. The 
development of the control system was started at the 
beginning of 2013, and it has become possible to remotely 
control the main and trim coils of dipole, septum, and 
quadrupole magnets since November 2013. 

Components to be controlled in the rare-RI ring are 
classified into two groups: components for operating the 
rare-RI ring as a storage ring and other components used 
solely for precise mass measurements. The components 
belonging to the former group, such as magnets and vacuum 
systems, are similar to those used in the existing RIBF 
accelerators. As a first step in implementing the control 
system for the rare-RI ring, we have started developing the 
control system for the magnet power supplies that will be 
first used for magnetic-field measurements of the rare-RI 
ring. Control systems for vacuum components will be 
integrated into the control system for the magnet power 
supplies. 

The control system of the rare-RI ring is developed on 
the basis of Experimental Physics and Industrial Control 
System (EPICS)1). To save construction cost and time, the 
control system is designed to utilize the software resources 
developed for the RIBF accelerator control system in the 
past 10 years. Following recent trends in the control 
systems of the RIBF accelerators, the programmable logic 
controllers (PLCs) manufactured by Yokogawa Electric 
Corporation (hereafter, FA-M3) was chosen as a main 
controller of the components.  The controllers used for the 
magnet power supplies are summarized in Table 1. 

 

Table 1: Controllers used in the rare-RI ring 

 
Magnet power supplies, except for those exciting the trim 
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coils, were newly developed for the rare-RI ring. F3SP66 is 
a conventional ladder PLC-CPU for the FA-M3 system, and 
it is controlled by using netDev, an EPICS device, and 
driver support for general network devices developed by 
KEK and RIBF control groups2). Old power supplies are 
reused for the trim coils; these are controlled via serial 
communication, RS422. We have connected a 
serial-Ethernet converter to the magnet power supply and 
controlled it via Ethernet by using StreamDevice, an EPICS 
device support for devices controlled by sending and 
receiving strings3).  

For an operator interface (OPI) application, we have 
selected Control System Studio (CSS).4) CSS is a user 
interface framework for control systems based on Eclipse, 
which has functions of not only a graphical user interface 
(GUI) but also an alarm system and a data archiving system. 
It is at the forefront of recent OPIs. 

Regarding a network, we have recently installed a local 
area network (LAN) dedicated to the rare-RI ring (hereafter, 
rare-RI ring LAN), which will be used in combination with 
the LAN of the RIKEN Wako campus (hereafter, Wako 
LAN).  Servers and controllers for each component in the 
rare-RI ring are connected to the rare-RI ring LAN, and 
client PCs are connected to the Wako LAN. The two 
networks are connected to each other across a firewall. We 
can obtain information on the rare-RI ring from every PC 
on the Wako LAN; however, controlling the components is 
permitted for only a few dedicated client PCs.  

Three types of servers are installed in the rare-RI ring 
LAN. The first functions as a network file system (NFS) 
and EPICS-Input/Output Controller (IOC) server and as a 
firewall and router in the connection of the rare-RI ring 
LAN and the Wako LAN. As an IOC server, it serves as a 
soft IOC to control ladder CPUs. The second server is a 
backup server. The files on the NFS and EPICS-IOC 
servers' local hard disks are copied to this backup server to 
avoid loss of files and data. The third server manages a 
relational database (RDB), in which PostgreSQL is installed 
to operate the data archiving system and the alarm system 
of CSS on client PCs. This server also simultaneously 
executes a data acquisition program to save operation data 
and a program for operating the GUI of the CSS alarm 
system. 
 
References 
1) http://www.aps.anl.gov/epics/ 

2) J. Odagiri et al.: Proc. ICALEPCS2003, Gyeongju, Korea, 
(2003), p. 494. 

3) http://epics.web.psi.ch/software/streamdevice/ 
4) http://cs-studio.sourceforge.net/ 

Type of Magnet 
(Number) 

Number of 
magnet power 

supplies 

Type of controller 
(Number) 

Main coil of dipole 
magnets (24) 

1 F3SP66 (1) 

Trim coil of dipole 
magnets (10)  

10 Serial-Ethernet 
Converter (1) 

Septum magnet (4) 2 F3SP66 (2) 
Kicker magnet (5) 10 Under discussion 
Correction coil 
magnet (24) 

6 Under discussion 

Quadrupole magnet 
(10) 

10 F3SP66 (5) 
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The installation of SLOWRI1), a principal facility
at RIBF that will provide low-energy, high-purity RI-
beams of all elements, started in FY2013. SLOWRI
consists of two gas catchers (GasCell-A and -B), mass
separators, a 50-m beam transport line, a beam cooler-
buncher, and lasers.

The necessary infrastructure was prepared in the
summer of 2013. Two 400-mm-diameter holes in the
shielding block were drilled for the beam transport line.
A 3.5-m long hole was drilled between the laser room
and BigRIPS room for creating a laser path. A stair-
case was closed by a steel roof to extend the SLOWRI
experimental room. The cable rack of BigRIPS was
modified, and the electronic racks and compressors for
the cryogenic cooling system were relocated to install
GasCell-A. Large concrete blocks were also relocated
to install the mass separator for GasCell-B. A laser hut
was built to install pulsed lasers, and utilities for the
high-power lasers were prepared.

GasCell-A (RF carpet gas cell)2) will be installed at
the exit of the D5 dipole magnet of BigRIPS. The gas
catcher contains a large cryogenic He gas cell with a
large traveling wave rf-carpet3,4). It will convert the
main beams of BigRIPS to low-energy, low-emittance
beams without any restrictions on the chemical prop-
erties of the elements. GasCell-B (PALIS)5) will be
installed in the vicinity of the second focal plane slit
of BigRIPS. It will provide parasitic RI beams from
ions lost in the slits during other experiments. In this
gas catcher, thermalized RI ions quickly become neu-
tral and will be re-ionized by resonant laser radiations.
These gas catchers will be ready for off-line testing by
March 2014.

The 50-m beam transport line under installation
(Fig. 1) consists of four dipole magnets (SD1 to SD4),
two focal plane chambers, 62 electrostatic quadrupole
singlets, 11 electrostatic quadrupole quartets (EQQ1
to EQQ11), and 7 beam profile monitors (BPMs). SD1
and SD2, located immediately after the gas catchers
will be used for isotope separation. After eliminat-
ing contaminant ions at the focal plane chamber, the
low-energy beam will be transported by FODO lat-
tice structures with phase space matching using EQQs.
The EQQs have multipole elements made of 16 rods on
which various potentials can be applied to produce 6-
pole and 8-pole fields, simultaneously, to compensate
for ion optical aberrations. This multipole element can
also produce dipole fields for steering and scanning the
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Fig. 1. Part of SLOWRI beam transport line, under instal-

lation.

beam. The BPMs have a classical cross-wire beam
monitor as well as a channel electron multiplier with a
pinhole collimator. Combining the scanning capability
of the EQQs and the pinhole detector, we can observe
a beam profile even for very low-intensity RI-beams.

In the SLOWRI experiment room, a beam cooler-
buncher6) and a multi-reflection time-of-flight mass
spectrograph7) will be installed for conducting various
precision experiments.

Off- and on-line commissioning will take place in
FY2014, and the low-energy RI-beams will be provided
for users in FY2015.
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