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CCJ operations in 2016

S. Yokkaichi,∗1 H. En’yo,∗1 T. Ichihara,∗1 and Y. Watanabe∗1

1 Overview

The RIKEN Computing Center in Japan (CCJ)1)

commenced operations in June 2000 as the largest off-
site computing center for the PHENIX2) experiment
being conducted at RHIC. Since then, CCJ has been
providing numerous services as a regional computing
center in Asia. We have transferred several hundred
TBs of raw data files and nDST a) files from the RHIC
Computing Facility (RCF)3) to CCJ.

Many analysis and simulation projects are being car-
ried out at CCJ, and these projects are listed on the
web page http://ccjsun.riken.go.jp/ccj/proposals/.
As of December 2016, CCJ has contributed to 38 pub-
lished papers and 41 doctoral theses.

2 Computing hardware and software

The computing hardware (nodes and RAIDs) and
software (OS, batch queuing systems, database en-
gine, etc.) have not been changed in 2016 from those
described in the previous APR.1) In summary, we
have 28 computing nodes, two login servers, one main
server (users’ home directory, NIS, DNS, NTP), two
disk servers, and 10 computing nodes provided by the
RIKEN ACCC.4) In total, 422 (= 384 + 72) jobs can be
processed simultaneously by these computing nodes.

Table 1 lists the number of malfunctioning SATA or
SAS disks in the HP servers, namely, computing nodes
and NFS/AFS servers.

Table 1. Number of malfunctioning HDDs in 2011-2016

Type Size Total 2016 ’15 ’14 ’13 ’12 ’11

SATA 1 TB 192 8 14 11 16 20 9
2 TB 120 2 10 0 2 5 4

SAS 146 GB 38 5 3 2 0 1 1
300 GB 24 0 1 1 0 0 1

One database (postgreSQL5)) server and one AFS6)

server are operated in order to share the PHENIX com-
puting environment. Now, only the SL57) environment
is shared by the computing nodes, which have approx-
imately 0.9 TB of library files. We have two data-
transfer servers, on which the grid environment8) is
installed for the data transfer to/from RCF. One of
them will be retired in March 2017.

The new NFS server HP DL380eGen8 and In-
fortrend 16TB SAS RAID, deployed in October 2015,
have not posed any trouble as of December 2016.

Batteries of three 10 KVA UPS were replaced in
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March 2016, and a UPS of 7.5 KVA was retired. Thus,
the current total power is 40 KVA for all the four UPSs.

The main network switch was also replaced by the
same model in June 2016. In early 2017, a login server
machine will be replaced. Also, the two machine rooms
(258/260 in Main Bldg.) currently used will be down-
sized to one room (260) in the fall of 2017.

3 HOKUSAI and network environment

CCJ and the RIKEN Integrated Cluster of Clusters
(RICC) have been jointly operated since July 2009. In
April 2015, a new system named “HOKUSAI Great-
wave” was launched by RIKEN ACCC and the joint
operation with CCJ has been successful. A new hierar-
chical archive system and 10 dedicated PC nodes were
provided to CCJ by them. Approximately 900 TB of
CCJ data are archived in the system. The 10 nodes
are the legacy of RICC and will be operated until June
2017, when the system replacement is planned.

The network configuration is shown in Fig. 1. Be-
tween the CCJ main switch and HOKUSAI, two 10G
Ethernet links are used. Toward the outside of RIKEN,
one 10G line is used between the main switch and the
zen-riken net. Another 10G line of our grid server for
data transfer between RCF has also been retained.

Fig. 1. Schematic view of the network configuration as of

December 2016.
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Parallel Readout VME DAQ system
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We have been developing the data acquisition
(DAQ) system at RIBF. The parallel readout VME
DAQ system was constructed to improve the DAQ per-
formance. The system is based on RIBFDAQ,1) and
the data readout of all VME modules is completely
parallelized by a mountable controller (MOCO).2) A
conceptual design of the system is shown in Fig. 1. A
typical VME-based system adopts a controller board
to read out data from multiple VME modules, whereas
this system uses MOCO together with a front-end com-
puter: this combination acts as a readout controller
to each VME module. This system was introduced
in the NP1312-RIBF113 and NP1512-RIBF79R1 ex-
periments. CAT3) and ESPRI4) detectors were in-
stalled at the F8 and F12 focal planes, respectively.
The DAQ systems of both detectors worked indepen-
dently, but the data of the DAQ system for beam-line
detectors (beam-DAQ) were common. To synchronize
absolute time information, a time-stamping system5)

was used. After the measurements, separately taken
data are merged based on time information. In this
case, the live time ratio of the combined system will
be worse because the dead time of each system is not
shared on an event-by-event basis. The trigger rate of
beam-DAQ is relatively high because the trigger sig-
nals from CAT, ESPRI and the beam-line detectors
(down-scaled) were applied. Therefore, we have intro-
duced the parallel readout VME DAQ system for the
beam-line detector to minimize the dead time.
In the experiments, VME modules of CAEN V1190
TDC, CAEN V1290 TDC and Niki-glass LUPO9) were
used together with MOCO as front-end systems. Fig-
ure 2 shows the installation of VME modules. As in
the standard RIBFDAQ system, the dead time of each
event, which is managed by a generic trigger opera-
tor (GTO),6,7) is determined by the slowest front-end
system. The slowest one was CAEN V1190 TDC +
MOCO for LP-MWDC8) at the F3 focal plane. Its
dead time consists of the TDC time window (6 µs),
the latency from the end of the TDC time window un-
til the time when the data is ready (2 µs), and data
readout time by MOCO (the number of hits × 0.2 µs).
Each module’s data are buffered in MOCO once, af-
ter it is acquired by a front-end computer through the
USB bus. Next, the front-end computer packs data to
conform to the RIBFDAQ-data format, and sends the
data to the back-end system (i.e., the event builder
in RIBFDAQ). If the data throughput of the front-
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Fig. 1. Conceptual design of the system.
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Fig. 2. VME modules for the experiments.

end computer is sufficiently high, additional dead time
does not occur. In these experiments, a Raspberry
Pi (Version 2, Model B) which is a very cheap com-
puter was adopted. In fact, MOCO is capable of data
throughput up to 320 Mbps, but it is limited to 64
Mbps because of the limitations of Raspberry Pi. The
total data rate of beam-DAQ was 22 Mbps (typically 2
Mbps per front-end system). This rate is much lower
than the limitation caused by Raspberry Pi. A live-
time ratio of 99% could be achieved with respect to
the generated triggers.
In summary, the parallel readout VME DAQ system
successfully worked with very good performance. This
system was temporally installed during the NP1312-
RIBF113 and NP1512-RIBF79R1 experiments. We
plan to install this system for the beam-line detectors
permanently.
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