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GPU acceleration of SAMURAI particle tracking simulation

J. Gao∗1,∗2

The possibility of graphical processing unit(GPU)
acceleration of the trajectory simulation of particles
passing through SAMURAI was evaluated. To obtain
A/Z in particle identification plot, information such as
the flight path and rigidity obtained from this type of
simulation is necessary. Usually, this tracking simula-
tion is the most time-consuming step in the analysis of
SAMURAI data.

As with most other steps in nuclear physics data
analysis, this particle tracking simulation is performed
event by event. Therefore the simulation could be ac-
celerated by distributing the events to large amount of
threads of a GPU to process in parallel. In principle,
all the event-by-event analysis could be accelerated by
parallel computing and could take advantage of a GPU.

Another advantage of a GPU is its special cache
structure. In contrast to the linear structured cache
in a CPU, the cache in a GPU could have a higher-
dimensional layout.1) Therefore, when interpolating in
the magnet field map, the GPU could fetch the neigh-
boring mesh point with fewer cache misses.

In this work, a simplified task is designed to evalu-
ate the performance of trajectory simulation on a CPU
and GPU. The standard program used in data analy-
sis takes the position and angle before and after the
magnet and provides the rigidity as the output. It it-
erates several times to obtain a certain rigidity that
reproduces the position and angle measured in the ex-
periment. This simplified version takes the position,
angle, and rigidity before the magnet and outputs the
position and angle after the megnet without any itera-
tions. The CPU version is modified from the code used
for the particle identification of SAMURAI11 data.2)

The program uses a fourth-order Runge-Kutta
method to simulate the trajectory of a particle in the
SAMURAI magnet. Both the CPU and GPU ver-
sions of the program were developed. The test was
performed on a server with 4 Intel Xeon Gold 6136
CPUs (each has 12 cores/24 threads), 128 GB mem-
ory, and one Nvidia Titan V GPU. The CPU version
code is written in Go programming language and opti-
mized using the AVX2 assembly.3,4) The GPU version
is written in C++ and CUDA. 1024000 events were fed
into the programs, and each version ran 3 times.

The results are summarized in Table 1. The timer
starts immediately after the field map is loaded into the
main or GPU memory and the input data are loaded
into the main memory, and it stops as soon as the cal-
culation finishes, which means the hard disk I/O time
is excluded so that the time of calculation is isolated.
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Table 1. Test results of CPU and GPU versions of the sim-
plified simulation. The GPU could accelerate the sim-
ulation by a factor of 5 to 13 times approximately.

code CPU 1 CPU 2 GPU
configuration 32 coroutines 126 coroutines 320× 32

test #1 13.292 s 5.277 s 0.999 s
test #2 13.309 s 5.319 s 1.004 s
test #3 13.317 s 5.378 s 1.011 s
average 13.306 s 5.324 s 1.004 s

In Table 1, the CPU 1 code enabled 34 threads and
allocated 32 coroutines for simulation. The CPU 2
code enabled all the 128 threads and allocated 126
coroutines for simulation. The GPU version divides
the input data into 100 groups, each of which is passed
to a device function using a configuration of 320 thread
blocks and 32 threads per block. Different groups
are processed asynchronously to hide the time of data
transfer between the main memory and device mem-
ory.

For SAMURAI11 data, it takes 3.15 iterations on
average to obtain the rigidity and a maxmium of 5 it-
erations. For the CPU1 and CPU 2 configurations, the
time for simulation should be 13.306 × 3.15 = 41.91 s
and 5.324×3.15 = 16.77 s, respectively. If we consider
the worst case for the GPU, where each thread block
contains an event that need 5 iterations, then the sim-
ulation time is 1.004×5 = 5.02 s, which is 8 or 3 times
faster than the CPU version, depending on the number
of threads used in the CPU code.

In conclusion, with a reasonable GPU cost and cod-
ing effort, the simulation could be made significantly
faster.
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Observation of Rb D1 fluorescence in superfluid helium using
picosecond time-resolved detection
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Our research group is developing a laser spectroscopy
technique (OROCHI) for atoms in superfluid helium (He
II). When atoms are introduced into He II, the surround-
ing helium atoms are pushed out by the exchange (Pauli)
repulsion force.1) The resulting vacuum region is called
an atomic bubble. Because the shape of the electron
orbit of an impurity atom is deformed according to its
energy state, the atomic bubble is also deformed follow-
ing the shape change of the atomic orbit. According
to the Franck-Condon principle, the time required for
the atomic transition is 10−15 s, which is much shorter
than the time required for the bubble deformation there-
fore, it is considered that the bubble is deformed after
the transition. The wavelengths of atomic transitions
for both absorption and emission in He II are shifted
from those in vacuum owing to this deformation cycle.2)
The emission wavelength is considered to change in cor-
respondence with the degree of bubble deformation.

It is estimated that the time required for the bubble
deformation is of the order of a few picoseconds, but
so far, the relaxation time has not been measured in
the time domain in bulk He II. In this study, we aim
to determine the relaxation time through time-resolved
emission measurements at different wavelengths.

The OROCHI group is conducting a research project
in collaboration with the Molecular spectroscopy labo-
ratory to observe the relaxation time of Rb atomic bub-
bles in He II.3) Recently, we evaluated the performance
of the time-correlated single photon counting (TCSPC)
detection system that will be used for photo-detection
in the relaxation time measurement. Observations were
performed using an avalanche photodiode (APD) and
time amplitude converter (TAC) as detectors. So far,
our research group has used PMT for laser-induced fluo-
rescence (LIF) photon counting of Rb atoms. This mea-
surement will be the first LIF observation by the TCSPC
system.system.

Fig. 1. Experimental setup of LIF detection.
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Fig. 2. Observed photon intensity as a function of delay time.

We first confirmed the fluorescence detection of the
D1 line of the Rb atom (absorption center wavelength
in He II: 778.0 nm). We used a picosecond mode-
locked Ti:sapphire laser (laser power: 130 mW, repe-
tition rate: 80 MHz, pulse width: 1.6 ps, center wave-
length: 778.2 nm) as an excitation laser, and we observed
LIF using the APD and acquired data using a TCSPC
module (SPCM, Becker & Hickl GmbH) (Fig. 1). The
Rb atoms were supplied by performing laser ablation on
the RbCl sample installed above the observation area
and laser dissociation to RbCl clusters in He II. The
monochromator wavelength was set at 793 nm, which is
the center of the emission line.

Figure 2 shows the result of the observation. The
data plotted here are the observed photon intensities as a
function of delay time. In this figure, the blue triangle is
the total detected light when all lasers are turned on, and
the orange dot is the scattered light when only the exci-
tation laser is turned on. The fact that the peaks appear
at the same position of the horizontal axis indicates that
the excitation laser is scattered inside the cryostat and
is slightly detected, although the monochromator wave-
length is 15 nm longer than that of the excitation laser.
The background also contains ambient light from sources
other than the laser in the environment. The blue curve
has a longer tail. This tail indicates the decay due to
the lifetime of the Rb D1 emission. While the excitation
pulse interval was 12.5 ns, the fluorescence lifetime was
27 ns therefore, atoms are excited by the next laser pulse
before the emission vanishes and LIF photons are piled
up. Therefore, the result agreed with the expectation
that the spectrum would have the appearance of a saw-
tooth wave with repeated cycles of decay and rise due to
excitation on top of the piled-up signal.

With the current data, the background scattered light
is not small, and the setup should be adjusted so that
more fluorescence light can be obtained. We are planning
to make such improvements and move to the observation
of weaker emission on the short-wavelength side.
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