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. INTRODUCTION

A variety of collaborative research work using
heavy-ion beams was extensively carried out in
the past year in the field of nuclear and atomic
physics, nuclear and radiation chemistry, mate-
rial engineering, and radiation biology at the
Institute of Physical and Chemical Research
(RIKEN). The main facilities dedicated to
this collaborative research work are a 160 cm
cyclotron, a variable-frequency heavy-ion linac
(RILAC), a 1 MV electrostatic accelerator
(TANDETRON), and a separated-sector cyclo-
tron (RIKEN Ring Cyclotron, RRC). The 160 cm
cyclotron, which has been in operation for 23
years and used for studies in many research
fields, was decided to be shut down at the end of
fiscal 1989 (March, 1990).

RILAC has been operated as an injector to
RRC as well as an independent accelerator for its
own users. The beam time for the injection to
RRC was nearly a half of the total beam time of
RILAC. To reduce troubles associated with a PIG
source, we decided to introduce NEOMAFIOS,
an ECR soured developed at CEN, Grenoble,
for an ion source of RILAC; NEOMAFIOS
will be delivered at the end of 1989.

RRC has been in routine operation this year.
Tons of *N, 2Ne, #2Ne, *°Ca, %Zn, and *Kr were
newly accelerated in this period. The highest
energy was 44 MeV /u for light heavy ions where-
as the lowest energy was 10.6 MeV/u of *Kr
ions. The lower energy can be obtained by
increasing the harmonic number of RRC. RRC
was shut down March through June to extend
beam lines to three new experimental halls. It
was reshut down again in December to extend
the beam lines to three other experimental halls.

Construction of the second injector, an AVF
cyclotron, was continued. Field mapping has been
finished and the beam dynamical calculations
of injection, acceleration and extraction orbits
were performed. The power test of an RF system
was successfully pursued. An ECR source for the
AVF cyclotron was completed and test opera-
tion showed its high-performance; it was used on
trial for experiments on atomic collisions.

From this year the RRC is open for outside users
and twelve teams of inside and outside users have
performed experiments. Studies on nuclear phys-
ics were carried out using RRC. Measurements of
high-energy y-ray and the subthreshold pion pro-
duction cross sections were extensively performed.

H. Kamitsubo

Reaction cross sections by radioactive nuclei
were measured at Bevalac and RRC. The search
for new isotopes led to the successful identifica-
tion of new proton-rich nuclei, #Ga and %Ge.

Theoretical studies of heavy-ion reactions and
fission processes were performed on the basis of
transport calculations. Nuclear structure studies
of largely deformed nuclei were continued this
year. Theoretical studies on atomic collision
processes have been pursued in connection with
various phenomena such as radiative electron
capture at high energy, ionization processes of
highly ionized atoms in gas and solid, and forma-
tion and decay of muonic molecules.

Experimental studies were carried out on
atomic collision processes and on beam foil
spectroscopy by using various kinds of ions at
RILAC and RRC. Energy spectra of photons and
Auger electrons, charge-state distributions of
colliding and recoiled ions, and angular distribu-
tions of X-rays and scattered ions were measured
to study the structure of highly ionized atoms,
the ionization processes, and charge transfer
process. Subnanosecond measurement of light
emission along a heavy-ion trajectory in gaseous
materials was also continued.

Mossbauer spectroscopy and perturbed angu-
lar correlation techniques were applied to the
studies on the properties of alloys, high-
temperature superconducting oxide, and other
materials. Analysis of the distributions of in-
planted or dissolved impurities was continued by
using a Rutherford back-scattering method, elas-
tic recoil detection method, and nuclear reaction
method. Activation analysis of light-element im-
purities in high-purity materials was continued
as before. PIXE analysis was applied to the
composition analysis of medical samples. The
study of the radiation effects of heavy ions on
mammalian cells was also continued.

Construction of experimental equipments and
devices was continued. Performance tests and
test experiments were done for the devices com-
pleted in the preceding years by using high
energy beams from RRC.

Design and fabrication of a high-resolution
spectrograph and a projectile fragment separa-
tor (RIPS) were continued.

The R & D work on a high-brilliance synchro-
tron radiation source was continued and the
design of an 8-GeV storage ring was pursued.
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OPERATION OF ACCELERATORS

1. RRC Operation

Y. Yano, K. Hatanaka, M. Kase, A. Goto, H. Takebe, H. Nonaka,
H. Isshiki,* R. Abe,* S. Otsuka,* H. Akagi,* and T. Ishikawa*

The 1988 RRC experiment programs accepted
by the nuclear and the other field users’ PAC’ s
were carried out for 21 days in Jannuary-March
and for 36.5 days in September-November. In
these runs, with a few exceptions, the starting up
and tuning of the machine was done on Monday,
and the beam was offered to one or two groups
from Tuesday morning until Saturday morning
without changing the particle and its energy.

This year we had scheduled shutdowns three
times: from mid March to June, in August and in
December. During the first period, the beam
distributing lines were extended to E2, E3, and E7
experiment halls, and new experimental setups
were installed in each. In July, after this shut-
down, the study of beam transportation was
performed for every new beam line to obtain the
optimal-value data of magnet currents. On July
19 the extended radiation-controlled areas under-
went the inspection by the authorities. In the
following two periods regular machine overhauls
were carried out.

New beams used for the experiments are listed

in Table 1. Among them a %Zn?* beam was
difficult to tune, because its input beam intensity
to the cyclotron was not enough. Our non-
interceptive phase measuring system, the timing
data from which are used for optimizing the
rf-phase of the rebuncher and creating the iso-
chronous sector magnet field, require at least 100
enA to obtain the clear beam-phase data. Thus,
for tuning the machine, the idea of accelerating a
180>+ beam, which has a very close m/g-value to
the %Zn?** beam and enough intensity, was
adopted. The isochronous field of the former
beam is biased by approximately 7.7 gauss to the
latter. This bias field was easily removed by
adjusting a main coil current. It took nearly 17
hours since starting the sector field setting for
the oxygen beam till extracting the zinc beam.
An experiment group measured the beam
energy of '*07* by the TOF technique in use of
double PPAC’s placed about 7.4 m apart from
each other in the E1 hall, and obtained 41.46
+0.08 MeV/u. This beam was accelerated at an
rf frequency of 35 MHz and in a 2Z=9 mode. On

Table 1. New RRC beams in January-December 1988.
RILAC RRC
F (MHz) 9) E, (MeV/u) T~ 95 h E, (MeV/u) i(enA)
12C 35 3 2.48 6 5 9 42 200
13C 35 3 2.48 6 6 42 50
4N 35 3 2.48 6 6 9 42 200
°N 20.187 2 0.648 5 5 10 10.65 100
35 3 2.48 6 6 9 42 50
150 25 2 1.22 6 5 9 20.6 *)
°Ca 28 4 1.58 6 14 9 26 10
547Zn 25 5 1.22 6 20 9 20.6 10

F, RF frequency; @, Charge state; E,, Beam energy; 7'n, Number of tanks; €., Charge state; A, Harmonic number:;
E,, Beam energy; 7, Maximum beam intensity during the experimental run.
(*), This beam was accelerated for creating the isochronous field of $4Zn?* beam (in detail see the text).

* Sumijyu Accelerator Service, Ltd.
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the other hand, we estimated the beam energy to
be 41.5 MeV/u from then-set coil current of the
extraction bending magnet EBM2 whose radius
of curvature and magnetic excitation curve are
known. It was found that the estimation of the
beam energy from the EBMZ2 coil current is quite
reliable. The relation among the rf frequency F
(MHz), harmonic number /%, and beam energy £
(MeV /u) is given by

A(F/h)?*=1—(1+FE/931.5)~*

Summing up the beam energies so far accelerat-
ed, we obtained the most probable value of A to
be 0.00552. This empirical expression gives the
beam energy within the error of +1.29 for
given F and 4.

Some of the user groups demand that the lower
limit of the RRC beam energy decreases to about
5 MeV /u while the nominal value is 10.6 MeV /u.

This low energy beam can be obtained in a 20
MHz, =14 operational mode. But the present
rebuncher has a drift-tube structure suited to a
h=9 operational mode, and cannot give enough
bunching power for such a beam; a double bunch-
er system is necessary. To investigate the other
crucial problems, we made a preliminary test for
a 132Xe!** beam of 0.33 MeV/u injection energy
corresponding to 5.3 MeV/u extraction energy.
The lifetimes of charge-stripper carbon foils of
10xg/cm? and 20xg/cm? were about 2 hours and
5 hours in average, respectively. The vertical and
horizontal emittances were measured to be 79
mmemrad and 82 mmemrad, while they were 25
mmemrad and 28 mmemrad without the thicker
foil. The energy spread of the beam was accept-
able. The study of resolving these problems is
under way.
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[1-2. RILAC Operation

Y. Miyazawa, M. Hemmi, T. Inoue, M. Yanokura, M. Kase, E. Ikezawa,
T. Aihara,* T. Ohki,* H. Hasebe,* and Y. Chiba

This year, RILAC has been in steady opera- Table 3. Statistics of ions used in this year.
tion, and various kinds of ion beams were sup-
plied for experiments. Table 1 gives the statistics lon Mass Charge state Day
of operation. The total beam time increased by C 12 3 9
169 compared with that of the last year, because C 12 4 1
of the shorter periods for overhaul and improve- C 13 3 7
ment. One day of the scheduled beam-time was N 14 2 5
cancelled owing to the trouble in a cooling pipe N 14 3 17
of the PIG source. Table 2 gives the beam time N 15 1 3
for individual research groups. The total beam- N 15 3 5
time for RIKEN Ring Cyclotron (RRC) was 80 Ne 20 2 7
days, which is about 27% longer than that for the Ne 20 3 P
last year. lons, *C, N, 3N, *O, Ar, Ca, Zn, and Xe Mg 2% 3 3
accelerated by RILAC were injected to RRC. Sj 98 3 9
Table 3 gives the statistics of the ions used this Ar 40 4 87
year. lon beams of 22 species have been used for Ca 40 4 7
experiments and 509% of total beam-time was Ti 48 3 9
devoted to Ar ions. 7n 64 3 0.5
Table 1. Statistics of operation for Jan. 1-Dec. 31, Zn 64 5 5.5
1988 Zr 90 4 0.5
Ag 107 5 1.5
Day % Sn 120 5 1
Beam time 176 48.1 Xe 132 7 8
Frequency change 15 4.1 Xe 132 8 1
Overhaul and improvement 44 12.0 Ta 181 7 0.5
Periodic inspection and repair 28 7.6
Machine trouble 1 0.3 To investigate the possibility of beam acceler-
Scheduled shut down 02 2.3 ation in the frequency region above 40 MHz, C**
Total 366 100 and C** ions were accelerated at frequencies of

Table 2. Beam time for individual research groups.

Day %
Atomic physics 31 17.6
Solid-state physics 17 9.7

Nuclear physics 0 0
Radiochemistry and nuclear chemistry 15 8.5
Radiation chemistry and radiation 12 6.8

biology

Accelerator research 21 11.9
Beam transportation to RRC 80 45.5

Total 176 100

* Sumijyu Accelerator Service, Ltd.

40 and 43 MHz, respectively. In the 43 MIIz
operation, glass-epoxy rods used to support a
variable vacuum capacitor at the output port of
a final amplifier were burned off by RF-heating
and were replaced by ones made of Teflon. This
year, we began accelerating Zr**, Ag®*, Sn°*,
and Ta™ at 18 MHz.

We have made several improvements as fol-
lows:

1) The cooling tower and water pump for 500
kV injector operating used for the past eleven
years were replaced with new types.

2) Seven phase-lock circuits to suppress fluc-
tuation in the phase of accelerating voltages
were equipped with a buncher and six
resonators. These circuits have been used for
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extracting beams from RILAC very stably for
long time runs.

3) In exchange for a mechanical relay, a
MOS transistor switch was introduced in the coil
circuit of a vacuum contactor used in the pri-
mary power lines of the plate power supply for
the final tube. The exchange aimed to relieve a
shock of crowbar action to the power supply by
cutting off the primary lines with a minimum
delay after crowbar protecter firing. The delay
time was reduced to 35 ms from the inherent
delay of the vacuum contactor of 70 ms.

4) Since the control units (HP2240A), which
is connected through GPIB to the RILAC control
computer system, had been outmoded and over a

period of guarantee to be replaced with their
spare parts, one of the five units was replaced
tentatively with a new type. If it works satisfac-
tory, all other units will be replaced.

5) An electrostatic quadrupole doublet lens
was installed at the exit of a 500 kV accelerating
column. Thus, the beam intensity at the entrance
of the linac was doubled by use of this lens.

6) This year, we observed frequent spark
discharges along the surface of the cylindrical
insulator housing of the 500 kV injecter power
supply, they were due to pollutant deposited on
the insulator surface. We cleaned the surface and
sprayed silicone varnish on it to suppress the
sparks completely.
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[1-3. Cyclotron Operation

[. Kohno, K. Ogiwara, T. Kageyama, and S. Kohara

The 160 cm cyclotron was operated on a 24 h-
a-day basis during the period XXIII from Jan. 1,
to Dec. 31, 1988. The statistics of the machine
operation time is shown in Table 1.

. Subj i ight ion  Totz
Table 2 shows the beam-time allotment to Subject Heavy fon Light fon otal
various activities during this period. Table 3 RI production for nuclear
shows the distribution of the scheduled beam- and solid physics 38 h 147 h 185 h
time among various particles. Nuclear chemistry 0 600 600
Radiation biology 68 98 156
Table 1. Cyclotron operation in the period XXIII Radiation chemistry 306 24 330
Radiation damage
Oscillator Ion source  Beam of polymer 15 32 47
Reading of the time Radiation damage
meter on of semiconductor () 28 28
Jan. 06 1988 (h) 95 .270.1 100,416.4 59.837.6 Test of radiation detector 346 168 ol4
Reading of the time Outside users o
meter on Radiochemical analyses 0 236 236
Jan. 06 1989 (h) 97,380.8 103,421.5 61,453.9 Radiation damage
. f device for sattelit 0 13 13
Defference (h) 2,110.7  3,005.1 1,616.3 ot device o sattehte
Test of single event upset 164 48 212
Schedule in this period: Proton irradiation
Beam-time 176 d on thyristor 0 240 240
Ove.rh;%ul a'nd mst?llatlon ' 60 Total 927 b 1634 h 2.561 h
Perxodlcal inspection and repair 28 Percentage in total 3699 63.8% 100%
Schedule shutdown 97 —
Machine trouble 5
Table 3. Distribution of the beam-time among
particles accerated.
Particle (h) (%)
p 606 23.7
3He?* 380 14.8
‘He** 648 25.4
12Cax 29 1.1
HNa=e- 786 30.7
1605+ 16 0.6
2()Neﬁ+ 96 3.7
Total 2,561 100.0

Table 2.
in peried XXIII

Scheduled beam-time and research subjects
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[I-4. Tandetron Operation

T. Kobayashi, H. Sakairi, E. Yagi, and T. Urai

The machine was operated for 184 days during
the period from Nov. 1, 1987, to Dec. 31, 1988.
The species of accelerated ions were 'H, ‘He, and
IIB.

After about 7 year-operation without serious
trouble at the acceleration tubes and the
Cockcroft-Walton circuit, frequent sparkings at
accelerating tube occurring in the early summer
made the high pressure SF¢ tank open during
July 13 and November 11 for replacement of
deteriorated components. They were bleeder
resistors to distribute smoothly from the termi-
nal voltage to a ground level, diodes to a gener-
ate the terminal voltage, and an rf step-up trans-
former. The other major trouble was the deterio-
ration of a 40 kHz push pull oscillator and the
damage of a cesium ion gun due to cracking.

Experimental studies were carried out on fol-
lowing subjects.

(1) Rutherford backscattering spectroscopy

a) Behavior of Kr atom in Al (Metal Physics
Lab.)

b) Lattice location and the disorder of Cu, Fe,
or Cr-implanted CaF, (Semiconductors Lab. and

Surface Characterization Center)

¢ ) Composition of MoS, irradiated hydrogen
plasma films (Plasma Physics Lab.)

d) Characterization of AIN, (Surface Charac-
terization Center)

e) Crystalline quality evaluation and irradia-
tion effect of a Bi-Sr-Ca-Cu-O system high
transition-temperature superconductor (Surface
Characterization Center and Surface and Inter-
face Lab.)

f) Determination of the crystallographic
polarity of ¢-BN (Surface Characterization Cen-
ter and Surface and Interface Lab.)

(2) Nuclear reaction analysis

a) Lattice location of H in Nb-Mo alloys
(Metal Physics Lab. and Surface Characteriza-
tion Center)

(3) Particle induced X-ray emission (PIXE)

a) Lattice location of Ga in Ge (Cyclotron
Lab.)

b) Basic study of PIXE and its application to
medical, environmental, archaeological, and
materials science (Inorganic Chemical Physics
Lab.)
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lll. RESEARCH ACTIVITIES

1. Nuclear Physics

1 . Negative Pion Production in Heavy-lon
Collisions at E,,.,/A=42 MeV

T. Suzuki, T. Kobayashi, T. Kubo, T. Nakagawa, T. Ichihara,
M. Fukuda, K. Yoshida, and I. Tanihata

[NUCLEAR REACTION **C(**N, »~), E=42A MeV; measured inclusive
o(z~); deduced inverse slope constant, compared with theory.

Recently, significant attention'® has been

devoted to the study of neutral pion production
in collisions of heavy ions near the absolute
threshold of 254 MeV. We report the first inclu-
sive #~ measurement for “N+'"*C at 424 MeV
incident energy. We believe that the measure-
ment of charged pions provides us better pion
kinetic energy and angular resolutions. These
data are expected to show the collective effects
in nucleus-nucleus collisions.

The pion spectra have been observed to show
the exponential shape of which slope parameter
decreases with beam energy. An interesting
result was observed that the slope of the pion
energy spectrum is almost constant below the
beam energy of 604 MeV. However the errors
are still too large for qualitative discussion. We
expect that the systematic measurement of =~
provides better understanding on energy depen-
dence of the slope factor.

The experiment was carried out at RIKEN
Ring Cyclotron (RRC) by using a large solid
angle (=200 mstr) spectrometer. The experimen-
tal setup consists of a rotatable C-type magnet,
MWPCs, and scintillation hodoscopes. The time
of flight (TOF), the energy-loss (4 E), and the
momentum of emitted particles were measured.
A primary beam was led to a Farady-cup located
at 3 m downstream from a target to reduce
backgrounds. Particle identification for negative
particles in a TOF-4 E space is clean as shown
in Fig. 1, where positive particles are also over-
laid for comparison. The electron backgrounds
were removed further by cut in a TOF-

x1Q
2.0 ——t 1

TOF vs dE/IX

Fig. 1. Plot of time-of flight vs. 4F from 424 MeV
UN+C collisions. Time of flight is in terms of TDC
channels. One channel corresponds to 25 ps.

1000

Arbitary units

N .uﬁ B 1 |
0 100 200 300
T Kinetic energy (MeV)

Fig. 2. Pion (z~) kinetic energy spectrum in the labora-
tory frame integrated over 6,=15-25°. The straight
line represents an exponential with an inverse slope
constant of 24.5 MeV.

momentum space. In total, 9,400 pions were
accumulated.
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Figure 2 shows a pion kinetic energy spectrum
obtained in the laboratory frame integrated over
6:=15°-25°. The vertical axis is proportional to
do/dTx. The error bars show only statistical
ones. The solid line is obtained by fitting the
measured spectrum for 7>=40-150MeV with the
expression: do/dT==c exp(—Tx/T,). The pre-
liminary result indicates a remarkably large
inverse slope constant of 7,=24.5x0.9 MeV.
The value is consistent with those of #z° at 484
MeV? for 2C+'2C and at 354 MeV?® for “N+
27Al within error bars.

It was pointed out® that with decreasing beam
energy the experimental 7, values level off at a
constant value of 7T, =23 MeV. The obtained
value agrees with the same trend, which shows
clear contrast to that observed at higher beam
energies where the inverse slope factors were
found to decrease systematically from 27 to 22
MeV in the beam energy of 84-60A MeV as
shown in Fig. 3.

The inverse slope constants 7, of pion kinetic
energy spectra calculated within a single
nucleon-nucleon collision mechanism are in gen-
eral much smaller than experimental ones; Refs.
6 and 7 quote 7, values about half as large as
observed at E,., /A=85 MeV. Calculations based
on mechanisms such as hot spot models® and
thermal models,” which explain integrated pro-
duction cross sections well for beam energies
above 504 MeV, do not succeed to explain the
trend of the experimental data. To describe pion
production at the very low beam energies coher-
ent mechanism is, therefore, necessary. The pre-
cise measurement of the source rapidity and the
p. (perpendicular momentum) distribution
together with the charged multiplicity is expect-
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Fig. 3. Experimentally determined slope constants 7; of
pion kinetic energy spectra as a function of beam
energy/nucleon. Data (black circle) are taken from
Refs. 3-5. Present result is indicated by a white circle.
The dashed and solid lines correspond to predictions of
Refs. 8 and 9, respectively.

ed to give constraint to these models more quali-
tatively. Further studies on the beam energy
dependence are now in progress.
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I11-1-2.  Search and Identification of New Isotopes

W.P. Liu,* M. Fukuda, T. Kubo, H. Kumagai, T. Nakagawa,
T. Suzuki, M. Yanokura, I. Tanihata, T. Ito,
T. Kashiwagi, J. Kikuchi, H. Yamaguchi, T. Doke,
H. Murakami, T. Yanagimachi, and N. Hasebe

NUCLEAR REACTIONS *Be(*°Ca, X)Y, £=26.0 MeV/A, *C(®*Zn, X)Y,
E =20.8 MeV/A; particle identification; search for new isotopes; measured
time of flight, energy loss, total energy and magnetic rigidity; deduced mass
number, atomic number, charge state and yield of fragments.

Particle identification is essential for all kinds
of experiments in nuclear physics. A novel parti-
cle identification technique has been developed,
combining the use of a position sensitive silicon
detector with a simple magnetic system. The
experimental setup includes a magnet system for
rigidity (Bp) selection, a PPAC (Parallel Plate
Avalanche Counter) for TOF measurement in
coincidence with an RF (Radio Frequency) sig-
nal, and a 4 FE-E telescope in which the 4 F
counter is position sensitive. The detectors was
set at the focal plane of the magnet system. This
combination provided high efficiency measure-
ments of time of flight, energy loss, total energy,
and magnetic rigidity and enabled the determina-
tion of the atomic number Z, charge state ¢, and
mass A of produced fragments.

The final ¢ spectrum is shown in Fig. 1. The
resulting resolution 4 ¢ was 0.24 in FWHM at
q=20, which can separate nuclei up to Z=560;
the background was extremely low. The mass
spectra of some elements in a °Be(*°Ca, X)Y
reaction are shown in Fig. 2. The magnetic field
was set for optimizing the nuclei which A4/q¢=
1.8. The resultant mass resolution 4 A was 0.34
in FWHM at A=40. Therefore, the present
system is capable of identification of nuclei of
mass numbers up to A=100.

By using a “°Ca beam, we tried to identify 3*Sc.
Figure 3 shows the mass spectrum of Sc isotopes
and that the number of “would be” **Sc events
was too small to confirm its existence. From the
average of 5 runs, the upper limit of the yield
ratio was established, Y (**Sc) /Y (4°Sc)=0.02.

* Permanent address: Institute of Atomic Energy, P.O.
Box 275-60, Beijing, China.

9Be (*%ca, X )Y E- 260 MeV/A

AFTER SELECTIONg=2Z2

T

COUNTS

—
o
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%IIIIA

CHARGE STATE (q)

Fig. 1. Charge (q) spectrum of the totally stripped

charge state, in a °Be(*°Ca, X)Y experiment, A/¢g=1.8
magnetic rigidity setting.

This indicates that the life time of *Sc is much
shorter than 130 ns which is the typical flight
time of fragments from a target to a detector.
This result is consistent with the recent *Sc mass
measurement.”

The search of new isotopes is a basic topic in
nuclear studies. The charge radii of an isotope
can be deduced by the B-decay half-life of its
mirror nuclei, for example. Up to now, the mirror
nuclei heavier than **Zn have not been observed.

On the basis of previous experimental setup
and the particle identification technique, we have
performed an experiment which aims to search
proton-rich new isotopes such as #'Ga and ®Ge. A
beam of %Zn** with 20.8 MeV/A was provided
by RIKEN Ring Cyclotron at an intensity of 20
enA. The field of a dipole magnet was set to
provide the largest acceptance of ®#Ga?**, which
is the charge state of ®'Ga in the highert yield.
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Fig. 2. Mass (A) spectra of elements indicated. The
conditions are the same as Fig. 1.

The data of totally 30 h have been accumulated.
The searching of new isotope ®'Ga and %Ge
provides a effective means to produce mirror
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Fig. 3. Mass (A) spectrum of Sc isotopes under the same
conditions as Fig. 1.

nuclei with Z>30. It can be used to study the
basic properties of nuclei.

Reference
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Nucl. Phys., A484, 145 (1988).
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I1I-1-3. Nuclear Studies with Secondary Radioactive Beams?

I. Tanihata, K. Sugimoto,* S. Shimoura, K. Ekuni,**
T. Kobayashi, N. Takahashi,™ and T. Shimoda**

(nuclear structure, radioactive beam, heavy-ion collisions.)

After the first measurement of interaction
cross sections at BEVALAC,?>* it has been rec-
ognized that the structure of the nuclei far from
stability can be studied by using high-energy
beams of radioactive nuclei.

At high energies (=400 MeV/nucleon), the
interaction cross sections, o, (the total cross
sections for change of proton and/or neutron
numbers in the projectile) have been measured
for p-shell nuclei by a transmission method.
Recent development includes the refinement of
the cross sections for neutron drip line nuclei ''Li
and Be and a new measurement for "B at 790
MeV/nucleon. Measurements have also been
made at 400 MeV/nucleon to verify the method
of extracting nuclear radii from the interaction
cross sections.

It was shown that the effective root-mean-
square (7ms) radii of nucleon distributions can
be deduced from o, by using a Glauber model
calculation.*? New data at 400 MeV/nucleon
provides a mean to verify the method because the
nucleon-nucleon cross sections at 400 MeV are
very much different from that at 800 MeV. The
observed cross section ratio of !Li+C reaction

01(400) /¢, (800) =0.91£0.03

is consistent with the Glauber calculation (0.89)
employing only the change in nucleon-nucleon
cross sections. Therefore, the rms radii deter-
mined from o, of two different energies are con-
sistent with each other. Figure 1 shows values of
the effective »ms radii thus obtained up to date.

Now we glance at the radii obtained from the
interaction cross sections at 790 MeV /nucleon.
Figure 1 shows the 7ms radii of nucleon distribu-
tions as a function of the neutron number (N).
The radii were determined by assuming the
harmonic-oscillator model distribution. The

* Faculty of Science, Osaka University.
** Kyoto University.
*** Faculty of General Education, Osaka University.

radii of Li and Be isotopes depend similarly on
N . It is seen that the majority of the »ms radii of
p-shell nuclei are almost constant (2.3-2.4 fm)
except ones close to the neutron drip line. Large
increases in the radius from °Li to ''Li, from '°Be
to "Be, from '?Be to "“Be, and possibly from *B
to "B are observed. Now it seems common that
neutron drip line nuclei have large radius.

The isospin dependence of nuclear radii (for
equal mass nuclei) were studied for the first time
for isobars of the mass number A=6,7,8,9,11,
and 12.# A comparison with Hartree-Fock calcu-
lations using a Skyrme potential showed that the
density dependent force is important for re-
producing the increase in radii for nuclei with a
large isospin. In general, Skyrme III potential
gives the best fit to the data, but it fails to
reproduce the radii of "'Li and ''Be.

A superior advantage of using radioactive
beam is its powerfulness for studying nuclei far
from the stability line. Studies of interaction
cross sections and fragmentations reveal the
interesting behavior in the extremely neutron
rich nuclei of He, Li, Be, and B nuclei. Firstly, the

40 .
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Fig. 1. The »ms matter radii of light p-shell nuclei.
Nuclear radii are determined from the interaction
cross sections for radioactive nuclear beams.
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radii of most neutron rich isotopes, ®He, ''Li,
14Be, and "B, are unusually large. An anomalous-
ly large size is also observed for ''B. Secondly,
momentum spectra of fragments (°Li from ''Li
and ?B from *B) show extremely narrow com-
ponent on the top of a wider component which
has a width consistent with that observed in
fragmentations of stable nuclei.?

Naively, these observations can be understood
as follows. In these extremely neutron rich nuclei
the separation energies of last two neutrons are
very small. The density distribution of such
weakly bound neutrons are expected to have a
long tail because the asymptotic wave function
has a form (exp(—ux7)/7), where (hx)?=2uB
and g is the reduced mass and B is the binding
energy. On the other hand, the momentum fluctu-
ation of these last neutrons, which is a Fourier
transform of the radial wave function, F (p) =C/
(p?+ x?), are very small. Therefore qualitatively,
the observed large size and narrow width in the
fragment momentum distribution are consistent
with the existence of a long tail in the neutron
distribution (neutron halo). Because the momen-
tum spread of °Li is about a quarter of that of

normal Fermi gas,® it is considered that the
decay constant of neutron halo in "'Li is about
four times larger than that of normal nuclear
surface. However it is difficult to extract the
amplitude of the neutron halo because the above
discussion is only valid near the surface of a
nucleus, and thus not sensitive to the wave func-
tion inside the nucleus. Sizes of the cross sections
of a narrow and a wide component is expected to
include information on the relative density
amplitude of the neutron halo.
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I1l-1-4.  Projectile Fragmentation of an Extremely Neutron-Rich
Nucleus ''Li at 0.79 GeV/nucleon?

T. Kobayashi, O. Yamakawa,* K. Omata,** K. Sugimoto,** and I. Tanihata

(radioactive beam, heavy-ion collision, nuclear structure, 'Li, neutron halo.)

A Newly developed technique to produce a
high quality radioactive nuclear beams® pro-
vides a new possibility for the study of nucleon
density distribution and the momentum distribu-
tion of nucleons in unstable nuclei through their
projectile fragmentation. In this report we pres-
ent the measurements of fragments produced
from the projectile fragmentation of an extreme-
ly neutron-rich nucleus “Li at 0.79 GeV /nucleon
incident energy, and then show evidence for the
existence of a giant neutron halo in the neutron
distribution of the "'Li nucleus.

Projectile fragmentation was extensively stud-
ied by using beams of stable nuclei.¥ An impor-
tant finding is the regularity of a momentum
distribution of the projectile fragments. It was
found that the momentum distribution has a
Gaussian shape in the projectile frame, and the
width of the Gaussian ¢ is independent of target
mass and beam energy but depend on the mass
numbers of a projectile and a fragment in addi-
tion to a momentum fluctuation of nucleons
inside the nucleus. In other words, internal
momentum distribution can be determined from
the measurement of projectile fragmentation.®

The transverse momentum distributions of the
fragments of "'Li by a carbon target were mea-
sured at 790 MeV /uncleon. Figure 1 presents the
transverse momentum distribution of °Li, which
shows two-Gaussian structure in which a narrow
peak lays on top of the other wider peak. The
wider peak has a width oy,4e =95+ 12 MeV/c and
the other has a narrow width 6harew=23+5
MeV/c. The two-component structure had not
been observed in fragmentation of stable nuclei
and therefore is a new feature. The narrow peak
indicates the existence of nucleons with an
extremely small momentum fluctuation. The
Owide 18 consistent with the momentum fluctua-

* National Laboratory for High Energy Physics.
** Institute for Nuclear Study, University of Tokyo.
*** Faculty of Science, Osaka University.

tions of usual nucleons. The momentum width of
the projectile fragment is related to the separa-
tion energy of last neutrons and thus written as
o*=uceyde (e Ae) )
B
where # is the atomic mass unit and <&)> is an
average separation energy of the removed nu-
cleons. The observed narrow width gives {e>=
0.34%0.16 MeV which can be compared with the
separation energy of last neutrons: 4 £ [ ("Li+
n)— (ML ]=0.96+£0.1 MeV and 4E[(CLi+
2n) — ("Li)]=0.1920.10 MeV. The broad width,

SOL (a) "Li+C = °Li+X

’é o(narrow)=87423mb
E 251 o(wide)=150429mb
~
~ L
o
~
0 - IéO ] +100
Py [MeV/c|
28 .
(b) MBe + C -> 12Be + X (preliminary)
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Fig. 1. Spectra of fragments from 'Li (a) and *Be
(b). Both spectra show two components which are
specific only to the fragmentation of neutron dri-
pline nuclei.
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on the other hand, gives <&>=6.0+1.5 MeV
which is roughly consistent with the normal
nucleon separation energy. Therefore it is con-
sidered that the narrow component is produced
by reactions in which weakly bound last two
neutrons are removed from !Li. The small
momentum fluctuation of last two neutron also
indicates the existence of a long tail in the neu-
tron density distribution because a decay con-
stant of the wave function on the nuclear surface
is a Fourier transform of the momentum distribu-
tion. Preliminary data on fragmentation of '*Be
also shows two-Gaussian structure as shown in
Fig. 1(b). Therefore **Be shows the same charac-
teristics as ''Li in the fragmentation spectrum as
well as the interaction cross sections.”

It is suggestive to discuss the mechanism of
producing two components in the fragmentation
spectrum. Under the assumption that ''Li is com-
posed of a core of °Li and two loosely bound
neutrons which have an extended tail in their
density distribution. When the impact parameter
of collision is small and core neutrons are
removed, a probability of producing °Li would be
very small because loosely bound outer two
neutrons are most likely removed simultane-
ously. Therefore °Li is mostly produced in very
peripheral collisions.

If these two neutons are kicked out simultane-
ously in a peripheral collision, it is certain
that °Li has small momentum fluctuation as
discussed before. On the other hand, when only
one of them is removed by the collision, the
momentum width would be wider. It is due to the

processes involved in the collision; first, the sepa-
ration energy of one neutron is larger and thus
gives wider momentum fluctuation in a pri-
fragment 'Li. Then, additional broadening
occurs due to the level width of *°Li and recoils of
neutron emission. Therefore, the narrow compo-
nent is produced only when two neutrons are
removed simultaneously from *'Li.

In a peripheral collision, only a small geometri-
cal overlap occurs of the projectile and the tar-
get. Therefore, the simultaneous collision proba-
bility of both neutrons with target nucleons is
very small if these neutrons are not correlated. A
visibly large amount of the cross section of the
narrow-component suggests the existence of
strong correlation between two outer neutrons.
Quantitative discussion on the relative strength
is necessary to understand the structure of outer
neutrons.
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[11-1-5.  Nuclear-Matter Radii of "Be and "Li and the Astrophysical
S-Factors for Radiative Alpha-Capture Reactions

T. Kajino,* H. Toki,* K-I. Kubo,* and I. Tanihata

(nuclear structure, astrophysical reaction, radioactive nuclei.)

The nuclear-matter radii of “Be and “Li mea-
sured in high-energy heavy-ion reactions have
been calculated and applied to estimate the astro-
physical S-factors for the *He(a,y)’Be and
3SH(a,y)"Li reactions. The absolute S(0) values
in keV b are constrained to be 0.36<S(0)<0.63
and 0.083<S(0)<0.15 for the *He(a,y) Be and
*H(a,y)"Li reactions, respectively.

A recent experiment? of high-energy heavy-
ion reactions using exotic-isotope beams pro-
vides a new tool for the study of the nuclear
structure of light elements He, Li, and Be includ-
ing serveral radioactive isotopes. The hadronic
matter radii were determined from the measured
interaction cross sections in the experiment. The
data for unstable “Be and “Li nuclei among them
are of particular interest for an application to
astrophysics: The formation reactions of these
nuclei, z.e., *He(a,y)'Be and *H(a,y)’Li, are
presumed to take one of the keys to resolve the
missing solar-neutrino problem®® and the
problem®® of big-bang production of ’Li.
Although a number of experiments have been
done to measure the reaction cross sections
repeatedly, some of them differ appreciably from
one another, casting a doubt on the theoretical
prediction of the solar neutrino counting rate in
the *Cl or primordial "Li abundance for which
the above two reaction rates are important input
parameters. In a recent theoretical study” of
these reactions, a very strong correlation was
found between the calculated reaction rates and
the nuclear sizes of "Be and "Li. The measured
matter radii, in particular, of unstable "Be make
an independent estimate of the reaction rates by
the use of the theoretical correlation between
them. The purpose of this report is to constrain
the absolute strength of the reaction rates (often
expressed as astrophysical S-factors) for the
*He(a,y) Be and *H(a, y)Li reactions.

A microscopic cluster model wave function?”

* Faculty of Science, Tokyo Metropolitan University.

was adopted in the present calculation of the
matter radii and reaction rates. It was found that
almost all existing data on the binding energies,
the electromagnetic structures of “Be and 7Li,
and the scattering amplitudes for alpha+ (4 =3)
systems are explained systematically by the use
of the modified Hasegawa-Nagata force.®

The experimental data for “Be and 7Li show
almost identical matter radii within their error
bars although the proton and neutron matter
radii between the two isobars show appreciable
difference as shown in Fig. 1. The theoretical
calculation agrees with all these data fairly well.
A close comparison between theory and experi-
ment, however, shows different charge depen-
dence from each other.

Performing the calculation of both quantities,
S-factors and nuclear sizes, by using many differ-
ent types of effective interactions, one finds lin-
ear correlation between the two observables.

Using the observed RMS matter radius of "Be,
we obtain the following constraint on the abso-
lute strength of the astrophysical S-factor:

0.36<S5(0)<0.63 keV b (1)

This is the first estimate of the S-factor for
SHe(a,y)"Be by using the data of unstable "Be

(fm) RMS RADII OF 7Li AND 7Be
27
MATTER [ PROTON | NEUTRON | CHARGE
MATTER | MATTER
26f ; 1 +
2.5¢ 1 T T
af 1 i ]
2 ' 9
" L
2.3 LA r T
' '
22t H : 1
2.1

Li  Be Li Be Li Be Li Be

Fig. 1. Comparison of the charge and matter radii of
the A=T nuclear systems between theory and exper-
iments. Experimental values are taken from Ref. 2
(m) and Refs. 9-11 (o).
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nucleus. In the estimate we have considered the
experimental error of the observed matter radius
and a +20% uncertainty for the linearity of the
theoretical correlation. The present estimate (1)
is consistent with the range

S(0)=0.56+0.03 keV b (2)

which was determined by extrapolating the
S-factors for the *He(a, y) "Be reaction observed
at higher energies to zero energy, by assuming
the energy dependence of the S-factor calculated
in the microscopic cluster model.!?

As for the *H(a,y)'Li reaction, a similar
analysis gives a constraint

0.083<S(0)<0.15 keV b (3)

This range is consistent with the previous values
determined by direct capture gamma-ray experi-
ments; Griffiths’ data'’ extrapolated to zero
energy by assuming the energy dependence of the
calculated S-factor'® lead to S(0) =0.100+0.025
keV b? and Schroder’s data'®? with the same
theoretical S-factor lead to S(0)=0.134+0.020
keV b. Although Schroder, et al. have obtained
another value S(0) =0.163+0.024 keV b. based
on another theoretical energy dependence of the
S-factor calulated by Williams and Koonin,'® the
energy dependence referred to proved to be in-
correct. The inferred value 0.162+0.024 keV b is
out of range of the present study.®

We comment that the primordial "Li abun-
dance calculated in the big-bang model in Ref. 9
is reliable within +40% and —189% error, if
combined with the present constraint® on S(0)
for the *H (a, y)"Li reaction.

To summarize, we have calculated the charge,

proton and neutron matter radii of "Be and "Li in
a microscopic cluster model. The theoretical
matter radii show an interesting difference
between "Be and "Li though the observed radii
are almost equal to each other. We have also
estimated the astrophysical S-factors for the
*He(a,y)"Be and *H (a, y)"Li reactions with the
help of the measured matter radii of "Be and "Li.
The theoretical relation between the S-factor
and the matter radius has been used. The present
result strongly constrains the absolute strength
of the S-factors which affect the solar neutrino
counting rate in ¥Cl and the big-bang nu-
cleosynthesis of “Li.
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I11-1-6.  Angular Momentum Transfer and Spin Alignment
in the Reaction *°Ar+2°Bi at 26 MeV/u

N. Iwasa, K. Ieki, Y. Ando, H. Fujiwara, K. Hata, M. Ishihara,
S.C. Jeong, S.M. Lee, T. Motobayashi, T. Mizota, H. Murakami,

T. Murayama, Y. Nagashima, Masahiko Ogiwara, Mitsuhiko Ogihara

’

S. Okumura, Y.H. Pu, J. Ruan (Gen), S. Shibuya, and S. Shirato

NUCLEAR REACTION 2Bi+“Ar, E (**Ar)/A=26 MeV/u;
measured fission fragment angular distribution, angular
momentum transfer, spin alignment.

In intermediate heavy-ion reactions, projectile
fragmentation is considered as a dominant proc-
ess. In the present study, we show that multi-
nucleon transfer process also contributes to the
emission of projectile-like fragments at energy of
26 MeV/u. As is well known in lower energy
heavy-ion reactions, large angular momentum
transfer and spin alignment accompany with
such transfer reactions. We measured fission
fragment angular distributions in coincidence
with projectile-like fragments to investigate the
angular momentum transfer process.

The experimental setup was similar to a previ-
ous one.” A 26 MeV/u “°Ar beam from RIKEN
Ring Cyclotron bombarded a self-supporting
29Bj foil of about 1 mg/cm? in thickness. A
counter telescope to detect projectile-like frag-
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Fig. 1. Angular distribution of fission fragments
coincident with projectile-like fragments (13<Z2<
17) . The abscissa denotes the angle between the
detector and the recoiling direction of the fissile
nucleus. Dotted line shows 1/sin® curve. The da-
shed line shows the case where spin distributes
uniformly in the y-z plane. The solid line shows the
case where completely aligned spin component was
also included (see text).

ments was located at 10° from the beam axis and
at 20 cm from the target. The telescope consisted
of three (4 E-E-E) silicon surface-barrier detec-
tors of 50, 1,500, 1,500 xm in thickness collimat-
ed by using an aperture 8 mm wide and 14 mm
high. The detection angle was more forward
than the previous time and the dynamic range of
the counter was set wider so as to measure
heavier fragments. Various projectile-like frag-
ments (3<Z<18) were observed. Their velocity
were 70-8095 of that of the beam. Coincident
fission fragments were measured with nine thin
surface-barrier detectors covering a wide angu-
lar region. They were located at 10 cm from the
target and collimated by an aperture 7.5 mm in
diameter. A sizable fraction of the projectile-like
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Fig. 2. Out of plane angular distributions of the
fission fragments for three ¢ angular ranges.
Meanings of the dashed and solid curves are the
same as in Fig. 1.
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fragments cross section was seen to be coincident
with the fission fragments. Angular distributions
of the fission fragments were measured at 23
directions both in and out of the reaction plane.
The fission fragments were well discriminated
from evaporative light particles by the relation
between the energy loss in the detector and the
time of flight from the target to the detector.
In Figs. 1 and 2, typical angular distributions
of fission fragments coincident with projectile-
like fragments (13<Z<16) are displayed in the
rest frame of the recoiling fissile nucleus. The
z-axis and x-axis are defined as a reaction plane
normal and the recoil direction of the fissile
nucleus, respectively. As the detection angle
dispersed widely both in # and ¢, the angular
distribution is sorted in an angle @ with respect
to the x-axis (Fig. 1) . The angular distribution in
@ is very asymmetric and strongly peaked in the

backward direction. The angular distribution
roughly has a shape of 1/sin®@ (dotted curve),
which may correspond to the fusion-fission-like
process between the remnant of the projectile
and the target. Assuming that the spin distributes
uniformly in the y-z plane (dashed curve), we
estimated that transferred angular momentum to
the target should be larger than 60 %. The angu-
lar distribution is almost independent of 4, but
somewhat deviates from the dashed curve. In
Fig. 2, the out-of-plane angular distribution is
shown for three angular ranges of ¢. An 8%
addition of a completely aligned spin component
to the uniform spin distribution (solid lines in
Figs. 1 and 2) gave a little bit better fit.
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[11-1-7. Multiple Coulomb Excitation of '*’Gd

M. Oshima, T. Inamura, A. Hashizume, H. Kusakari, M. Sugawara,
E. Minehara,* S. Ichikawa,* and H. limura*

NUCLEAR REACTIONS ""Gd (®®Ni, Ni'y), F =240 MeV;
measured F, , nuclear lifetimes; recoil distance method;
B(M1) signature dependence.

In a series of the study of rotational perturba-
tion effects in odd nuclei,’ ™ the nucleus *’Gd has
been multiply Coulomb-excited up to the 23/2-
state. Rotational band members above the 15/2"
state have been established for the first time in
157Gd'

The experiment was carried out using a Ni
beam of 240 MeV obtained from the JAERI tan-
dem accelerator. Targets used were self-
supporting metallic *’Gd, which was 93.3% iso-
topically enriched: one was about 30 mg/cm?, and
the other about 3 mg/cm? in thickness. Deexci-
tation y rays were measured with Compton
suppressed Ge detectors by using the thick target;
y-¥ coincidences, y-ray angular distributions,
and nuclear lifetimes were also measured. The
nuclear lifetimes were determined by a recoil
distance method using the thin target.

As is shown in Fig. 1, energy levels are clearly
dependent on the signature 7, which is defined as?

r =exp(— iza)
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Fig. 1. Energy difference vs. /? within the 3/27[521]
rotational band of '*’Gd. Closed circles denote the
signature »=—1{, and open ones the signature »=+17.

* Japan Atomic Energy Research Institute, Tokai.
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Fig. 2. Ratios of B(M1; /—/ —1) to the rotational values
are plotted as a function of spins.

where ¢ =—1/2 for [ =1/2, 5/2, 9/2,---, and
a=-—1/2 for [ =3/2, 7/2, 11/2,---. On the con-
trary, reduced M1 transition probabilities, B(M1;
I[—1—1), do not show significant dependence on
the signature (see Fig. 2) . Usually the latter is
much sensitive to the signature, compared to the
energy level.

The present result suggests that the configura-
tion mixing strongly affects the signature depen-
dence of B(M1) values, because B(M1) should be
microscopically more sensitive to the wave func-
tions of states concerned than the level energy.
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[11-1-8. A Candidate for the K*=4*Double-Gamma Vibrational Band
Head in '¢8Er

M. Oshima, T. Inamura, A. Hashizume, H. Kumagai, H. Kusakari,
M. Sugawara, E. Minehara,* H. limura,* and S. Ichikawa*

NUCLEAR REACTIONS !%Er (58Ni, **Ni'y), E =240 MeV;
particle-y coincidences; double-gamma vibrational state.

Whether double-gamma vibrational states
exist or not in deformed nuclei is currently the
central problem for elucidating the collective
excitation of nuclei."® Nevertheless, no unambig-
uous evidence for the double-gamma vibrational
states in deformed nuclei have so far been pro-
vided experimentally. The present result might
be the first observation of y transitions from the
double-gamma vibrational band head (/~=4z,,
K==4%) to the single-gamma vibrational band
members (=23, 3;, 4;, K*=27).

1%8Er was multiply Coulomb-excited with a *Ni
beam of 240 MeV obtained from the JAERI tan-
dem accelerator. The target '®Er was a self-
supporting metallic foil of 1.5 mg/cm? in thick-
ness (95% isotopically enriched). Deexcitation y
rays were observed with four Ge counters in
coincidence with four PPACs (Parallel Plate

Avalanche Counter) which detected recoiled tar-
get atoms and scattered projectiles, providing
the position signals of detected particles. The Ge
counters were placed at £45° and =135 to the
beam direction, 10 c¢m from the target. The
PPACs were placed symmetrically with respect
to the beam, surrounding the target, so that they
covered forward as well as backward angles.
The size of PPAC was 10 cmX10 cm, and the
distance between the center of the PPAC window
and the target was 7 cm.

The observed y-ray spectra were corrected for
Doppler shifts kinematically by using the posi-
tion signals of the particles registered. Figure 1
shows the Doppler corrected y-ray spectrum; y
rays were observed in coincidence with projec-
tiles scattered in the forward direction to see
highly excited states with relatively low spins.
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Fig. 1. Doppler corrected y-ray spectrum observed in coincidence with forwardly
scattered projectiles in Coulomb excitation of '**Er.

* Japan Atomic Energy Research Institute, Tokai.
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In addition to y rays from the ground-state
rotational band and the single-gamma vi-
brational band, y rays of interest were observed:
1.452(3), 1.376(6), and 1.276(4) MeV around a
giant peak of the 2v— 0 * (1.4544 MeV) transi-
tion in the projectile **Ni. If they are of transi-
tions from the double-gamma vibrational band
head to the single-gamma vibrational states 17=
2y, 33, and 4; respectively, the position of the
band head is placed uniquely at 2.272(4) MeV
within experimental errors because the enegy
differences between y rays coincide with those
between the well-established single-gamma vi-
brational states concerned.” This position is
within the theoretical prediction.?

The present result does not support the
assumption that the double-gamma vibrational
band head should be at 2.056 MeV on the basis of
(n, y) measurements.”’ Further investigation is
under way to confirm the present interpretation.
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[11-1-9. Dipole Moment of ?22Ra in the Two-Center Configuration

S. Yamaji and N. Yoshinaga

NUCLEAR STRUCTURE octupole deformation,
two-center shell model. ,

The nuclei in the actinide region have charac- configurations by the microscopic-macroscopic
teristic features essentially different from those method.” The set of parameters given on the first
in other regions: one is strong E1 enhancement row in the Table 1 of Ref. 4 is used in the present
and the other is *C decay. In order to explain calculation.
these characteristics, several models such as the
octupole deformation model” and the Vibron j ‘

model? were proposed.
Our motivation is to compare these models and

find out which is more suitable to describe the
nuclei in this region. We analyzed ?*?Ra by using
the two-center shell model. In Fig. 1 the defined
nuclear shape of ?*?Ra is shown. The radii £, and
R, are determined by imposing the conditions
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that the volume ratio (R,/R,)® is equal to the
mass ratio (A,/A,) and that the total volume is
conserved. Here, A, and A, are the mass num- 40 H
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bers of the two fragments. ] / s
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fm. Therefore, we try to see how large the é‘“’/ >~ o s
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using Strutinsky’s method.® Y e ke
. / / 0
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Fig. 2. Total energy E.: of *?Ra as a function of
the separation z, for various combinations of clus-
ters.

7
6
5| iRa — soCa+'LUEr
¥4
Z
)
~ 3
2
1
t
. OO 8
Fig. 1. Nuclear shape. z, and z, are the centers of zo (fm) O
two clusters. The separation z, is defined byz, = Q
2 —f.?z—zc,. wher}? z 1s the center separ'ation at the Fig. 3. Macroscopic dipole moment of ??2Ra as a
conliguration where the small cluster just appears function of z, from the configuration of the parent
nucleus to the contact configuration.

on the ?2?Ra surface.
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We have found that the minimum of the total
energy exists around z,=2.5 fm in the #Ca-+
'WEr configuration as shown in Fig. 2. We show
the macroscopic dipole moment Di® as a function
of z, for the $3Ca+'ZEr configuration in Fig. 3.
The dipole moment of the minimum point (D,=
0.46 e fm) well reproduces the observed value.
The corresponding deformations are 5,=0.18,
B:=0.16, 5,=0.13, 5=0.10, B—=0.07, where £,
and B; are nearly equal to £,=0.12, £=0.11

obtained by Leander.”
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I1I-1-10. Estimation of the Decay Rates of Cluster Emissions in ???Ra

S. Yamaji and N. Yoshinaga

(NUCLEAR STRUCTURE radioactive decay.)

Sandulescu, et al.? predicted the emission of
various heavy clusters from some paticular par-
ents such as Ra and Th nuclei on the basis of a
very simple calculation of penetrability. In this
spirit, Rose, ef al. and other groups? reported
the discovery of “C radioactivity; Shi, et al.®
tried to explain measured branching ratios.

However, in these calculations,"® a potential
barrier was approximated by polynomials with-
out any theoretical foundation. It is very impor-
tant to study the dependence of the barrier on the
deformation in a quantum tunneling calculation.
We calculated the barrier as realistically as
possible by a microscopic-macroscopic method.?
As a deformation parameter, we intoduce a cen-
ter separation z, describing the two-center spher-
ical parametrization of the shape shown in Fig.
1. The radii R, and R, are determined by the
following conditions:

a) The volume ratio (R,/R,)® equals to the
mass ratio (A4,/A4,), where A, and A, are the
mass numbers of two fragments.

b) The total volume is conserved.

We can calculate the potential barrier Ei (z,)
in the configurations of a parent nucleus and the

Fig. 1. Nuclear shape. z and 2, are the centers of
two clusters. The separation z, is defined by z,=
21— 2, — 2., where z is the center separation at the
configuration where the small cluster just appears
on the **?Ra surface.

well-separated fragments by using the
microscopic-macroscopic method.¥ However, it
is difficult to obtain E.(z,) in the neighbour-
hood of a touching configuration where there
appears a change in charge distribution which
comes from difference in the charge-to-mass
ratio between the parent nucleus and its frag-
ments. Having obtained no charge distrbution in
the touching region, we approximate the barrier
Eio (2) by

Eur(z) =1 { 1-tanh (252 ) } B (=)

+%{ 1+tanh(% ) }E€52(20)

Here we introduced two weighting factors of a
Woods-Saxon form with a diffuseness parameter
d of (1/2) (1—tanh((z—2z)/d)) and (1/2) (1+
tanh ((z,—2)/d)), which are nearly equal to one
and zero for 2z, < z and zero and one for z, > %,
respectively. We put 4=0.5 fm for the present
calculation. z is z, when the two fragments are
touching at the surfaces. The energy E{l(z,) is
the microscopic-macroscopic energy in the con-
figuration of the parent nucleus, and E&)(z,) in
the configuration of two fragments. The key
quantity to correctly predict the branching ratios
in a tunneling calculation is the release energy
@ in disintegration. The @-value estimated
from the observed ground state masses was used
in Refs. 1 and 3, while it is automatically calcu-
lated in the present calculation. Therefore, it is
very important to confirm if our microscopic
shell correction energy AFEg..; (CAL) can repro-
duce the experimental shell correction energy
dEge (EXP), i.e., the energy difference between
the observed mass excess and calculated
macroscopic energy. We used a set of parmeters
given on the first row in the Table 1 of Méller,
et al.? Since their parameter set was adjusted
to reproduce the observed ground state mass of
more than one thousand nuclei fairly well, we
confirmed good fitting of 4dEgen (CAL) to
AdE 6 (EXP) in the configuration of well-sepa-
rated fragments. For examples, 4Fge;(CAL)
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= —13.0 MeV, 4E;cu(EXP) = —12.4 MeV
for *C emission, dFy.e;, (CAL) = —10.8 MeV,
AFgen (EXP) = —10.0 MeV for 80 emission,
if we normalize 4Eg..;(CAL) = 4E, . (EXP)
= —15.8 MeV for "“C emission. For a decay,
AdF0 i (CAL) = — 2.0 MeV > 4FE,.;(EXP) =
— 6.0 MeV. This discrepancy mainly results
from the a-cluster correlation which was not
explicitly taken into account.

The WKB expression for penetrability was
evaluated for a particle and heavy cluster emis-
sions. The effective mass in the disintegration
degree of freedom was taken simply as a reduced
mass of the fragments.

The branching ratio R (X/*C) of an X particle
to C emission from 2??Ra is given in Table 1.
The resulting ratio R (a/™C)~8X 108 was found
to be in good agreement with the observed ratio
of Price, et al.? (3X10°) . The inclusion of the
a-correlation energy which makes 4Fy,.; (CAL)
small approaches the calculated ratio R (a/!*C)
closer to the observed ratio.

The estimated ratio R (**C/*C) seems to sug-
gest the reason why no '?C emission has been
measured.? In order to see this more precisely,
we show a potential barrier F. and a shell
correction energy dFg..,. The solid and dashed
lines correspond to C and *2C emissions, respec-

Table 1. Branching ratio R (X/"C) of ?*2Ra decay.

X R(X/"C) X R(X/%C)
‘He 9 x10® 0 5 X107
Be 2 x107® #Ne 3 xX10-%
oC 3 x107* *Mg 6 X1073¢
C 2 x107? ) 7 X107
1C 1 “Ca 2 xX107%
1oC 6 X107 *Cr 1 x107%¢
%0 3 x10°° 8N 1 X107%

W~ 208
2R, ~0 e ‘(,+‘ Pb
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Fig. 2. Potential barrier E,, and shell correction
energy dEg.e; as a function of deformation z, for *C
and '*C emissions.

tively. The gain of the release energy or dFEy.cy
for “C compared to '*C reduces the ratio R (*?C
/MC). It must also be noticed that 4E.., is
strongly deformation-dependent in the configura-
tion of a parent nucleus, as seen from the lower
curves in Fig. 2.
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Master Equations in the Microscopic Theory of

Nuclear Collective Dynamics

F. Sakata,* M. Matsuo, T. Marumori,* and Y. Zhuo**

dissipative collective motion, coupled master equations,

time-dependent Hartree-Fock,

coordinate method.

In such an isolated finite many-body quantal
system as the nucleus in which the self-consistent
mean field is realized, collective modes of motion
(associated with time evolution of the mean
field) are highly involved with single-nucleon
motion in a strongly selfconsistent way. A micro-
scopic theory? to describe such collective
motions has been developed, which employs the
time-dependent Hartree-Fock (TDHF) approxi-
mation.

We formulate a general framework on the
basis of the microscopic theory so that we can
not only describe conserved large-amplitude col-
lective motions as well as dissipative ones, but
also investigate the mechanism of the transition
between the two types of collective motion.

The collective motions is displayed as a
dynamical evolution of the ensemble of TDHF
state vectors and is also represented as a bundle
of the trajectories in a phase space. We introduce
a dynamical canonical coordinate (DCC) system:
an optimal set of collective (relevant) variables
(%#,7*) and non-collective (irrelevant) ones (&.,
&.*), the former of which represents a bulk
feature (mean trajectory) of the bundle while the
latter the fluctuation around the mean trajectory.
The DCC system is determined in an extended
formulation of the selfconsistent collective coor-
dinate method.? Thus a basic equation for the
collective motions is given by the Liouville equa-
tion

5 . ..
5P 8.8 1)
=—iZply,n*&&E 1) (1)
where p(n,7* . &,&*; t) represents the distribu-

tion of the bundle of trajectories. The
Hamiltonian corresponding to the Liouvillian

* Institute for Nuclear Study, University of Tokyo.
** Institute of Physics, University of Tsukuba.
*** Institute of Atomic Energy, Beijing, China.

selfconsistent collective

&k :Z{H, * }I’.B. (2)
has generally the following form

Hzlicoll(ﬂ,ﬂ*>+11c0up1(77,77*,§,§*) (3)

We apply the time-dependent projection opera-
tor method of Willis and Picard® to the Liouville
equation. This makes it possible to treat not only
time evolution of a reduced distridution function
palm.p* s 1) =Trep(n,n* . &, & . t) for the rel-
evant variables but also that of the reduced
distribution function p¢(&,&* ; t) =Tr,p(y,7n*.
&,&*; 1) for the irrelevant variables, without
introducing any statistical hypothesis even for
the latter. The Liouville equation thus leads to

Polt) = — i coupy (1) — i55(1) pa ()
_f:;’udTTrggA([)g([,t—f)
s Palt—=1) p,(t—=1) pelt—1)

pe(t) =—iZDpet)— [ “arTr, S(Dgt.t—)

s Lalt—1) p(t— 1) pe{t—7)

(4)
where 2., is a Liouvillian for the collective
Hamiltonian H,,,,. Coupling Liouvillians &, (¢),
& (t) and Za(t) correspond to parts of the
coupling Hamiltonian H.oup:,

H,,(t) ETrchouplpg(f) :<Hcoupl>-'3,t (5)

Hg(l‘) ETr;,]icoupx/J’y(t) :<11coupl>n.t (6)

H, (1) EHcoupl_\/['-”coupl>v.t_<['-”coupl>l§',t
+Tr,7Trg/)7,(ll)/35(l‘)I—[coupl (7)

the first two of which represent the emsemble-
averaged effects of the coupling while the last
the fluctuation around the average.

The coupled master equations (4) are general
and equivalent to the Liouville equation (1). It
also allows us to introduce approximation
schemes, e.g., the purturbation with respect to
the coupling Hamiltonian H.ue, or the more
sofisticated perturbation with respect to the fluc-
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I11-1-12. Dissipative Collective Motion in the Non-Linear Dynamics of the
Nuclear Time-Dependent Hartree-Fock Theory

M. Matsuo and F. Sakata*

( dissipative collective motion, time-dependent Hartree-]
Fock theory, Liouville equation, fluctuation.

The time-dependent Hartree-Fock (TDHF)
theory for microscopic description of nuclear
collective motions incorporates well the non-
linear nature that emerges from the strong self-
consistency between a large amplitude mean-
field motion and single-nucleonic motions. We
formulated a general theoretical framework?”
based on the TDHF theory to describe the collec-
tive motions which shows dissipation. In this
theory the dissipation is expressed as diffusing
behavior associated with the bundle of the trajec-
tories, and this arises from the non-linear time-
evolution of the TDHF trajectory.

In order to illustrate that the dissipation due to
the non-linearity manifests itself, we perform
numerical simulations for the three-level Lipkin
model which is a simplification of the nucleus.>®
The TDHF dynamics for the model system is
described by only a pair of the relevant (col-
lecitve) coordinate ¢, and momentum p, and
another pair of the irrelevant (non-collective)
coordinate ¢, and momentum p,. We numerically
solve the Liouville equation for the distribution
function p{(q, P, ¢ p»; 1) which represents the
evolution of the bundle of the TDHF trajectory.
The distribution function at the initial time is set
up so that it associates with high collectivity: the
reduced distribution function p,{q;, pi; t=0) for
the relevant variables is stationary with respect
to a collective Hamiltonian (&,(#=0) oc 8 (Heon (1,
b)) —Ewon)) and the reduced irrelevant distribu-
tion pe(q, po; t=0) has Gaussian distribution.
The dynamical behavior varies depending on the
initial collective energy Feon.

It is indicated what kinds of the collective
motions manifest in the model in Fig. 1, which
shows typical three examples of the resultant
reduced distribution functions p, (¢, #1; ) and
p:(qz, Doy t) after several periods of the collective
motion. In the calculation shown in Fig. 1(a), the

*Institute for Nuclear Study, University of Tokyo.

collectivity (defined as focusing of the distribu-
tion) persists well during the time evolution.
This situation, which we call the collective one,
represents the conserved collective motion. On
the other hand, the collectivity in Fig. 1(c) is
almost lost, which represents that no collective
motion is expected in this situation. This situa-
tion can be called the stochastic one. Figure 1(b)
shows the intermediate behavior between these
two extremes; the collective motion as a bulk
property of the system remains while the col-
lectivity is partially lost. This is just the situa-
tion which we can identify as a dissipative collec-
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tive motion.

The coupled master equations which have been
proposed in our previous work" give an classifi-
cation of the coupling between the relevant and
the irrelevant degrees of freedom: the mean part
of the coupling and the fluctuation part which is
not taken into account by an ensemble average
over the reduced distribution function. By calcu-
lating the distribution function with neglecting
the fluctuation part of coupling and comparing it
with the Liouville solution, we found that the

dissipative behavior shown in Fig. 1(b) is caused
by the fluctuation part of the coupling, which has
not been emphasized so far.
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[11-1-13. Microscopic Derivation of Transport Equation in the
Time-Dependent Hartree-Fock Theory

M. Matsuo, F. Sakata,* T. Marumori,** and Y. Zhuo***

dissipative collective motion, Fokker-Planck transport
equation, time-dependent Hartree-Fock theory.

We have developed, on the basis of the time-
dependent Hartree-Fock (TDHF) description of
nuclear many-body dynamics, a general theoreti-
cal framework for the large-amplitude collective
motions that shows dissipation.” This theory
provides us with coupled master equations both
for the time-evolution of the collective degrees of
freedom and for that of the non-collective ones,
and the master equations are formally equival-
lent to the Liouville equation. On the other hand,
many phenomenological theories have described
the dissipative collective motions with use of
transport equations like the Fokker-Planck
equation. We make a connection which links
between the microscopic TDHF equation and the
phenomenological Fokker-Planck equation.

In the master equations, the coupling
Heowm (7, 3*, &, &*) between the relevant
(collective) variables (7, »*) and the irrelevant
(non-collective) ones (&, &*) are decomposed
into two parts: the mean parts

H'I(t) ETrEI_Icouplpé'(t) = <I—1c0up1>5> t (1)
Hg(t) ETrﬂ[{couplpn(t) - <[_Icoupl>>7. ' (2)

which are the emsemble average over the distri-
bution functions p,(7,7*; {) and ps(&,&*; ¢) of
the partial system, and the fluctuation part

HA(t) EHcoupl_<Hcoupl>v. l—<Hcoupl>f. !
+Tr”Tr5pq(t)p£(t)1{coupl (3)

Since the numerical simulations of the Liouville
equation for a simply solvable model have
revealed that the fluctuation part of the coupling
causes the dissipation of the collective motion in
a certain situation,® we put emphasis on the
effects of the fluctuation part in this analysis.
Perturbation with respect to the fluctuation
part up to the second order approximates the

* Institute for Nuclear Study, University of Tokyo.
** Institute of Physics, University of Tsukuba.
*** Institute of Atomic Energy, Beijing, China.

master equations into the following form.
/.Jq(t):—zagcollpv(t)_Zgﬂ(t)prl(t)
T ~
[ el =S -0 {As A3,
i—'t‘)—<A3>q, t—r)ﬁq(t,f—f)}P.B.
+2bﬁab(t,t—r){A:},{A"s(t,t—r),

ﬁ'i(tyt_f)}P.BA}P,B.] (4a)
pe(t) =—1 (1) pe(t)

T ~ ~
+ [ dr[— 5 R (t,t—7) (B8, (Bi(t,
0 ab
t—1) —<{BPsi-)pelt, t—7) tos.
+zbzz7ab(t,t—1){Bg,{Bg(t,t~r),
a
ﬁ&(l‘,l‘—f) }P.B.}P.B.] (4b)
where the notation for the coupling Hamiltonian

Heows (7, 7*,€,8) =3 A5 (5, n*) B¢(§,8")
¢ (5)

is used. The Liouvillians &, and & correspond
to the mean couplings (1) and (2).

Fas(t, t—1)=—0(2) Tre{ BEBE(t, t— 1)}

cpelt t—1) (6)
and 3
Fao(t,t—7)=0(z) Tr;B&(Be(t,t— 1)

—<BZ>5,1—1)ﬁ5(f,f—T) (7)

correspond to the response and correlation func-
tions in the linear response theory for quasi-
equilibrium statistical mechanics.

Xt t—7) =—Tr, {A% ALt t—7)}
c 5.t t—7) (8)
T, (t t—1) =Tr,A2(As(t, t—7)
—<AD, ) Pt t—1) (9)

are counterparts for the collective variables.
Quantities with tilders represent the interaction
picture, for example
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Polt,t—7)=9,(t t—7)p,(t—7) (10

The reduced master equations can be solved
analytically under the assumption that the time-
scale of the relevant (collective) motion 7., is
much larger than that of the irrelevant (non-
collective) motion 7zire;. This assumption
enables us to solve the master equation (4b) for
the irrelevant degrees of freedom with the use of
a kind of the adiabatic expansion and leads to
the solution for the N-th moment <e'V'> ., of the
irrelevant variables (&,&*).

1 [ aretn 1 N]
<eW). ;=phaseX g/, ¥V LGNIy, . (1))

Here the factor ¢V arises from the effect of the
fluctuation coupling represented by the last two
terms of Eq.(4b) and it is determined by a self-
consistency condition. When &'%! takes positive
value, the excitation of the irrelevant modes
increases as the time evolves, and correspond-
ingly the energy dissipates into the irrelevant
modes from the relevant degrees of freedom.

In this situation, we can introduce the Markoff
approximation for the master equation (4a) for
the relevant degrees of freedom. Thus we obtain

/')”(f) :{Hgon(l‘) ,/Jr,(f) }P.B.

+ 3 MPACAT (1>, AAF ),
ki )

/J,,(l‘) }P.B.

et al.
— 3 S MEF(DLAF@), (AT (2)
n=0,1%7 Y J
—<AZ‘”)U)>4, Doy (8) bes
+ = SNE{ARQ),
n=01%7 4
{A'Z“’) (l‘),p,,(l‘) ten e, (12)
e - i n SEAr, .
Al (t) = (ar) Al t=2) | (13)

which has formally the same structure as the
Fokker-Planck transport equation. Since the
Poisson bracket { , }ps induces the derivative
with respect to the relevant variables (7,7*),
the first three terms in the right-hand side repre-
sent the drift terms and the last term the diffu-
sion term. The transport coeffecients are given
by the n-th moments of the response and correla-
tion functions

M= [" dr S g ot ) 1)

N—‘;\%",»:f:df;—l;ﬁ Lt t=1) (15

which can be evaluated by means of the same
technique as for the irrelevant master equation
(4b).
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[11-1-14. Average Partial Level Density Including the Effect
of Residual Interaction

K. Sato and S. Yoshida

Level density, Precompound reaction, Realistic
one-body spectrum, Random matrix.

To evaluate the cross section for precompound
reactions, the level density p,(E) with fixed
exciton number m is necessary. Its important
role in the theory of precompound reactions has
recently been stressed.? Thus, the calculation of
the level density in terms of single-particle
energies and of two-body interaction matrix
elements in a large shell model space is highly
necessary. For the calculation, however, the
basis must be made sufficiently large and a stan-
dard matrix diagonalization method is not fea-
sible.

Therefore, we adopt the precompound theory?
based on the Gaussian Distributed Ensemble
(GDE), which is the extended ensemble of GOE
so as to violate orthogonal invariance and to
adopt a chaining hypothesis. The theory gives us
a framework to obtain the level density p, from
the solution of saddle point equations which take
the second moments of GDE as an input. In the
recent papers*® we proposed an approximate
method of calculating the second moments which
characterize the GDE in terms of two-body inter-
action matrix elements. Taking the second
moments as an input, we calculated the level
density p»(E) and the total level density p(E) .
The results showed that the residual interaction
greatly enhances the level density especially in a
low energy region and may improve the agree-
ment with experimental data at thermal neutron
resonances. The theory assumed, however,
that the one-body part of the Hamiltonian has a
degenerate spectrum in every subspace », which
is not generally realistic.

We have recently proposed a way of including
the realistic one-body spectrum® in the calcula-
tion of level densities. In the present report we
outline the result of such an extension and
numerical calculation.

Using the method of generating function and
Grassmann integral given in Ref.2 (a slight
modification is necessary to include the realistic

one-body spectrum), we obtain the following
saddle point equation for z,:

= An? Ny 'S (B +i0— em—7,)
M
e Nasi j o :
+ 2 Aty EXNTDE Fio

—Cw— 1)t (m=2,4,) (1)

The average partial level density p, is given by
pn=— LS (E+i0— emu— 1) "
T ou
where e,, is the eigenvalue for the one-body
Hamiltonian in class #, and NV, is the number of

states in class m . Strength parameters 1,* and
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Ann® (m*+n) are given by second moments M,
from the relations A,2=N,XM,, and A,,°=
VNN, X M,,.Comparing Eq.1 with that for the
degenerate spectrum case of Refs.2-4, we see
that the present extension requires to replace the
propagator (E—h,—2A,) "' in the degenerate
case by N, ' X (E+i0— emu —n) .

We performed numerical calculation of level
densities p,(E), which are shown by solid,
dashed, and dot-dashed curves in Fig.1. As for
a realistic one-body spectrum, we used the one-
body level density which was given by
Oblozinsky and Kalbach, and for second

moments the same as Ref.3 taking GGS I resid-

ual interaction. Figure 2 shows the total level
density p(E)=2p.(E). The solid curve
(deformed) was "Calculated by using realistic
one-body spectrum for en,, while the dashed
curve (degenerate) uses a degenerate one for ¢,,.

Comparing these two curves, we easily see that
a valley, which is not physically observed, does
not appear when we include the realistic one-
body spectrum. Except for such a drastic
change, the overall behavior of the level density
remains almost unchanged.

In summary, the previous calculation of the
level density is improved by including the realis-
tic one-body spectrum with a fixed exciton num-
ber m .
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llI-2. Atomic and Solid-State Physics

1. Cross Sections for Radiative Electron Capture Calculated by
a Relativistic Impulse Approximation—Formulation

K. Hino and T. Watanabe

The relativistic effect in radiative electron
capture (REC) was firstly observed by Spindler,
et al.V in the bombardments of a target with a
light projectile ion. Their observation shows that
the radiation pattern of K-REC (REC into a
K-shell orbit of a projectile ion) is of a forward-
backward symmetry, i.e., the angular distribu-
tion of photon emission has a sin®4,_-dependence
with respect to an angle 8. measured from the
incident direction in the laboratory frame. This
result is qualitatively understood as the cancella-
tion of the retardation effect of emitted photons
by the aberration effect of the emission angle,
i.e., by the Lorentz-transformation effect from
the moving-frame into the laboratory frame.
Anholt, et al.® also observed sin?6, -dependence
in the case where a Xe®*" ion collides with a Be
atom at 197 MeV/u. Hino and Watanabe® theo-
retically confirmed such behavior of the REC
photon angular distributions by employing the
relativistic strong-potential Born (SPB) approxi-
mation and showed that the angular distribution
of photons is slightly enhanced for the backward
direction in the case of a 422 MeV /u U collid-
ing on a Be atom because of a strong Coulomb
distortion between the ion and the active elec-
tron. Furthermore, in contrast to K-REC, L-REC
(REC into a projectile L-shell orbit) is asym-
metric because the photon retardation correc-
tions do not cancell the aberration effects.”

Aside from the photon angular distributions,
the relativistic effects of the REC are revealed
from the observations of the linear polarization
correlations (linear polarization dependence on
emission angle in the laboratory frame) of emit-
ted photons as well.¥ A polarization vector of a
photon induced by collisions with non-relativistic
relative velocity always lies on the scattering
plane constructed by vectors of the photon
momentum and the incident velocity. This polar-
ization vector gets to turn its direction from on
the scattering plane to the plane perpendicular to

it with the increase of velocity. Furthermore, the
polarization correlation of the photon shows an
inversion of its sign at a certain emission angle in
the relativistic energy region. This is called a
“crossover” feature. According to the Born
calculation,® this feature appears in the forward
direction relative to 90° when v/¢c > 0.8 with v
and ¢ being the relative velocity and the velocity
of light, respectively.

An internal conversion process, hereafter, this
effect is referred to as the abbreviation of ICP.
ICP is herein used to mean the process depicted
in the second graph of Fig. 1. The first Feynman
diagram shows the conventional REC process.
The second diagram indicates the contribution of
an intermediate positron. At the first stage, a
pair of an electron and a virtual positron is
created with an emission of a real photon, then
the positron propagates in the intermediate state,
and finally a pair of this positron and an initial
electron is annihilated into a virtual photon
associated with the Coulomb interaction between
an active electron and a projectile ion. This

(1) (2)

Fig.1. Feynman diagrams for the relativistic radiative
electron capture process. P, T, e, and e* stand for a
projectile ion, a target nucleus, an electron, and a
positron, respectively. A black bold block represents a
Coulomb interaction.
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effect is expected to become very important with
the increase in Z,. This is because ICP may be
interpreted as follows: The strong electric fields
due to the existence of a heavy projectile will
induce a vacuum polarization cloud around it-
self. But the time-variation of the projectile will
partially break up the virtual pairs in collisions
into the real e*e™ pairs.® The electron is convert-
ed to a final electron bound on a projectile and,
on the other hand, the positron is annihilated
with an initial electron. The relativistic effects of
K-REC X-ray angular distribution in the case of
high Z, should not be separated from the influ-
ences of ICP.

Here we are going to investigate the K-REC
photon angular distributions, the K-REC total
cross sections, and linear polarization correla-
tions of emitted photons up to the ultra-
relativistic incident energy region by virtue of
the relativistic impulse approximation (RIA) in-
cluding the whole relativistic effects with ICP.
We refer to a reason why the impulse approxima-
tion (LA), not the SPB approximation® used in
our paper previously, is adopted in the present
calculations.

The difference between SPB and IA is the
presence of the Coulomb off-shell factor in the
former (or latter). According to Gorriz, et al,”
the non-relativistic REC cross section calculated
by the SPB approximation is almost double of
that by IA® because of the presence of this off-
shell factor. Following the statements by
Jakubassa-Amundsen, et al.,” the photon angu-
lar distribution of REC should be smoothly con-
nected with that of the (two-body) radiative
recombination process (RRP) at the on-shell
limit, z.e., when the binding energy of a target
atom becomes zero. The result of the original
SPB approximation does not satisfy this require-
ments. Jakubassa-Amundsen, et al. settled this
difficulty temporarily by renormalizing the SPB
wave function, in other word, by dividing it by a
factor ascribable to this discontinuity between
REC and RRP at the on-shell limit so as to
satisfy the requirement of the smooth connection.
Further, it is found that the discontinuity of REC
and RRP is eliminated by incorporating the
effect of the asymptotic Coulomb tail with the
SPB wave function in accordance with Dollard’s
idea,'® and the resultant REC cross section
becomes in agreement with that by IA.'Y The
same statement is applicable to the cross section
of the relativistic REC. Therefore, we do not
employ the SPB approximation in the present
article.

We assume the collision system consists of a

Table 1. Rations of K-REC total cross sections calcu-
lated by using the RIA with including effects of ICP to
those by RIA without ICP.

Collision Incident velocity | v |

system 0.70 0.80 0.90 0.99
Ne'*.Be 1.006 1.007 1.008 1.009
Xe®*.Be 1.21 1.22 1.25 1.32
U®¢+-Be 1.82 1.90 2.02 2.40

projectile ion (P) with the electric charge Z,e, a
target nucleus (T) with Z.e, and an active elec-
tron (e) with —e for simplicity. The transiton
matrix of the REC is given by

TREC=— <y | VaVulA* ‘ %> (1)
by using notations of Dirac’s y matrices that
y=—1iBa and y,=pB with « and B being the «
and B matrices with respect to an electron. The
wave function A*, of an emitted photon is pro-
vided as follows:

A*,, — (27[)—3/2 (2&)) -1/26,;6—%-;1\’- (Mp/ M) 1o+ (M M) 1)

(2)
where 2, w, and e} are the momentum, the
energy, and the polarization vector of an emitted
photon, respectively, R is the position vector of
the center of mass of the collisions system, and rp
and r; are the electronic position vector mea-
sured from P and T, respectively. Moreover,
masses of P, T, and e are defined as M, M., and
m, respectively, the total mass of the system are
given by M = My + M, +m. The final wave func-
tion ¢+ is provided by the framework of the
relativistic impulse approximation. Here we con-
sider the case of extremely asymmetric collision
(i.e., Zp > My), the initial total wave function
' of Eq. 1 becomes

=1+ GHV,) ¢ (3)
where Gp* is a relativistic Green function incor-
porating an effect of a strong potential V,
between P and e to all orders and provided by

GP=(E— 3 Ky~ Vetin)! (4)

N=PTe

Here, Ky is a relativistic free Hamiltonian of a
particle N and n an infinitesimal real positive
value. ¢, denotes the initial free wave function.

In order to obtain the differential cross section
of the REC photons, we at first calculate it in the
moving frame (i.e., P,= 0) and finally Lorentz-
transform it into the laboratory frame (i.e., P=
0). The photon angular distribution in the
moving frame reads

=0 | 0173 [ dowan®

fa’q< | £REC [2> 6 (g — wn @ — yv+ q)
(5)
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where the summation is taken over all initial
states, g is the transfered momentum of the
electron in REC processes, wn'® indicates the
peak position of the photon energy ww in the
moving frame and is given by wy@=m (y& — &)
with y=01— | v |97, &=[1—(Z4a)?|"?, and
& =[1—(&a)?]V? with & the optimized & the
optimized &-exponent of an active electron. The
summation is taken with respect to &-values,
i.e., initial states of bound (target) electrons
participating in REC. Here 6y is defined as an
emission angle of a photon in the moving frame,
and £y is a solid angle associated with this. The
last term in the energy-conserving dJ-function
represents the Doppler broadening effect of the
REC photon spectrum. Moreover, f**¢ and
< tRE€2>have been
TREC=RECSON (K + P — K, — k) (6)

and

< | fREC |2>:8—1 S I #REC ‘2 (7)
helicities

where we have taken the average with respect to
the initial helicities and the summation with
respect to the final ones of all three particles, P,
T, and e.

Utilizing the Lorentz transformations:
sinGy=v"'sin6./(1— | v | cosé.)
cosby=(cosb.— | v|)/(1— | v | cosé.) (8)

we get the photon angular distribution in the

laboratory frame from moving frame expression:
(do/d2.)=1—v?) (11— | v|cosh) *(do/d2w)
9)
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l11-2-2.  Cross Sections for Radiative Electron Capture Calculated by
a Relativistic Impulse Approximation—Total and Differential
Cross Sections and Linear Polarization

K. Hino and T. Watanabe

The total cross sections for radiative electron
capture have been calculated by using relativis-
tic impulse approximation (RIA).” They include
all of the relativistic effects explained in the
previous report: the relativistic velocity effect,
the high Z.-effect (projectile charge effect), the
spin-orbit coupling, and the internal conversion
process of ete™ pair creation and annihilation
(ICP) effect, in particular, paying an attention to
the last new effect. The K-REC (radiative elec-
tron capture into a K-shell orbit of the projectile
ion) cross sections for the collision systems of
Xe®**-Be are shown in Fig. 1, in comparison with
experiments.? Figure 1 contains two theoretical
curves: one is the result by RIA with considera-
tion of ICP, z.e., in accordance with both graphs
of Fig. 1 of the previous report,” and the other by
RIA irrespective of the ICP effect, i.e., with
considering only the first diagram of Fig. 1 of
Ref. 1. The differences between two curves indi-
cate the magnitudes of the ICP effect to K-REC.
In Table 1, we show the effect of ICP with
respect to the electric charges of projectiles as
well as velocities.

ICP has small effects on the cross section of
the Ne'®*-Be system over all velocity regions. In
contrast, the U®**-Be system is much influenced
with ICP, above all, at high impact velocities. At
the velocity of 0.99, this effect gives no less than
2.4 times greater contributions than the results
without consideration of ICP. ICP is physically
interpreted as an effect based on the breakup of
virtual e*e” pairs (vacuum polarization cloud
around a projectile ion induced by the presence
of its strong electric fields) into real pairs due to
the projectile motion. Thus we come to a conclu-
sion that as long as a projectile charge is very
high, an intermediate positron has nearly the
same degree of contributions to the K-REC as
that of an associated electron. The velocity-
dependence of ICP is less pronounced than
expected at the outset. For relativistic heavy
ion-atom collisions not to speak of the present
REC, in general, it would be improper to neglect

(b)

0101;_

10%

0.4 0.6

v/e
Fig. 1. REC total cross sections for a Xe®'*-Be collision
system. ICP and no ICP mean RIA calculations with
and whthout including the internal conversion process,

respectively. Experimental values are cited from W.E.
Meyerhof, et al.?

Table 1. Ratios of the K-REC total cross sections
calculated by using RIA with including effects of ICP
to those by RIA without ICP.

Collision Incident velocity | v |

system 0.70 0.80 0.90 0.99
Ne'®*-Be 1.006 1.007 1.008 1.009
Xe%*-Be 121 1.22 1.25 1.42
U®+.Be 1.82 1.90 2.02 2.40

the effects of ICP fully from the beginning as, for
example, in the discussion of our proceeding
paper.”

We are somewhat concerned with simple
velocity dependence of a REC total cross section.
In the non-relativistic energy region, as indicated
by Briggs and Dettmann,” the cross section is
proportional to | » | =5, It is difficult to deduce
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Fig. 2. Normalized photon angular distributions of
K-REC induced by collisions of a Ne'°* ion on a Be
atom. ¢ means the polarization angle of an emitted
photon. (@), the incident energy 0.1 GeV/u; (a), 1
GeV/u; (W), 10 GeV/u; (V). 100 GeV/u, respectively.

such a simple rule from the present RIA method
because a total cross section by this method is
given numerically and is dependent on terms

providing the ICP and the Z, effects in compli-

cated manners. Thus, for simplicity, we evaluate
simple dependence of the velocity by applying a
least-square method to some values calculated at
velocities | v | ranging from 0.1 to 0.8 for a
Ne'’*-Be, from 0.4 to 0.8 for a Xe®**-Be and from
0.6 to 0.8 for a U®*-Be, respectively. In these
velocity regions, logarithmically scaled cross
sections show almost straight slopes as in Fig. 1.
As a result, a semi-empirical rule is obtained as
| v | with p equal to 4.98, 5.19, and 5.59 for
respective collision systems. The slope of a total
cross section with respect to ultrarelativistic
velocities is steeper than that in the relativistic
velocity region considered above.

We show the normalized photon angular distri-

butions oy (6., ¢) at polarization angles ¢ =0",
45°, and 90°for a Ne!°*-Be system in Fig. 2.

It is possible that the direction of a photon
polarization vector ¢ varies in the relativistic
velocity region, while it mostly remains lying on
the scattering plane in the non-relativistic veloc-
ity region. This nature is reflected by a linear

1 1

Il
0 45 90 135 180

0, {degrees)

Fig. 3. Linear polarization correlations for K-REC
photons induced by collisions of Ar!®* ions on a Be
atom. (@), the incident velocity in the unit of the light
velocity 0.7; (a), 0.8; (W), 0.9; (¥), 0.99, respectively.

polarization correlation function P (4.) defined
by
P(6) = [(do/ dQ,)e+=v
- (dO'/dQL)“”’gU*]/(dg/dQL)unpol
where azimuthal angle ¢ is measured from the
collision plane around the photon propagation
direction.

In Fig. 3, we show the linear polarization
correlations of REC photons induced by colli-
sions of Ar!®* on a Be atom for several relativis-
tic velocities ranging from 0.7 (376 MeV /u) to 0.
99 (5.72 GeV/u). For collisions of Ar'®* on a Be,
it is expected that the Born prediction holds true
except for the forward and the backward angles.
Detailes will be given elsewhere.®
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[11-2-3. Circularly Polarized X Ray Emission
Due to Radiative Electron Capture

K. Hino and T. Watanabe

We showed that X rays emitted from radiative
electron capture (REC) by projectile heavy ions
from a usual target, photons are lineary polar-
ized due to the fact that the motion of electrons
is confined on the plane parallel to the collision
plane.” In the nonrelativistic limit, the direction
of the electric field vector of X rays is almost
parallel to the collision plane because of the
confinement electron’s motion. When the spins of
the target electrons are polarized to a particular
direction, the X rays emitted from REC may be
circularly polarized. We investigate the property
of the X rays due to REC from a spin-polarized
target atom.

Let us consider the case where a projectile ion
traverses through with a velocity v and a photon
is emitted to the z direction with a wave vector
k and an angle between v and k of 4. in the
laboratory frame as shown in Fig. 1. The angular
distribution of the REC photon is given by

do(& s s) _(2x)°
d 2y v

deq | £REC 20 (wy — @ —rv - q) (1)

in the moving (projectile) frame,? where #*t¢ is
the 7 -matrix of the REC process, & is the Stokes
parameter of a photon,® £ is the solid angle for
emitted photon in the moving frame, q is the
transfered momentum of the electron in REC,
and s and s’ are the initial and the final spin
states of the active electron, respectively. The
matrix RE¢ is essentially given by the interaction
of charged particles with electromagnetic
fields. wy and w{? are the photon energy and its
peak position in the moving frame, respectively.
They are given by w{’=m(y&—&) with y=
(1=T1v [ &=[1—(4a)?]" and &=
[1—(&a)?]V? with & the optimized &-exponent
of the Slater orbital for the active electron,
where Z is the projectile nuclear charge, « is the
fine structure constant, and # is the electron
mass. We use a natural unit system, ¢c=#%=1,
unless otherwise specified.

The transformation from the moving frame
(the origin of coordinate system is on the projec-

Ziniual fd&)M 61)2M

electron states,

Fig. 1. A coordinate system for vectors k, v, and e. The
plane spanned by k and v is the scattering plane, and
that by k and e is the polarization plane.

tile nucleus) to the laboratory frame (the origin is
on the target nucleus) is given by the Lorentz
transformation as

do (&, s, S/)zl(ﬁ )2 do (8, 5, 57) )
de, - d 2y
[(6.)=vy""/(1—v cosb.) (3)

where @, is the solid angle for emitted photon in
the laboratory frame. The absolute value of the
squared T -matrix is given by )

| tREC [2=(27) 2aem 'p,; e

Tr | p9(0) Quor®(—p) Q. (4)
Here, p'7' is the photon polarization tensor
defined by the Stokes parameter & as

2

pl= = paee) (5)
a b=1
with e®=(e)”, 0) for i=1, 2 and A =4, v and
with
_ L[ 1+& &—i&
P9 | &tz 1-& (6)
In Eq. 4, p@(g) and p®(q’) are the initial and
final spin densities having momentum ¢ and ¢/,
respectively, and Q. and @. are the matrices for
photon emission from an initial momentum state
k to a final momentum state k” and its Hermitian
conjugate for v photon emission describe in Fig.
2. Here we do not take the internal conversion
processes of "¢~ pair creation and its annihila-
tion into consideration in the calculation of @,
and Q.. In the moving frame, the peak momen-
tum of the final spin density lies in zero momen-
tum.
In the case of s"=0, Eq. 4 can be written in a
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P e” T

Fig. 2. Feynman diagrams for the relativistic radiative
electron capture process. P, T, and e~ stand for a
projectile ion, a target nucleus and an electron, respec-
tively. A black bold block represents a Coulomb inter-
action.

form of
2 3
| grEC |2:—(27ZI}#&JW'§0 &s; Ki(p, @) (7)

We consider only the case where the final state is
not polarized and we set s'=0. Taking a peaking
approximation, we have

do(& s, 0)  Q2n)a o 3 _
da., = v @M izz() ffiSjKij(P: q*O)

(8)

If we consider circular polarization, we can set
&= &= 0 and obtain

2 (0)
do‘(é'?, s, 0) _ (2x)*aw (Kog+ & 3 s:Kyp) (9)
dQ M 1% =0
If we define a circularly polarized photon corre-
lation function P(4.) as

do (&, s 0)
d 2w

:MZ@L)KOO( 1+&P{4)) 10

P(6.) can be written as
zSz'ng'
P(ﬁl) = Koo (11)

When we know the initial target spin state, we
can set particular values for the parameter s;.
Calculation of the practical process is now in
progress.
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[1I-2-4. Dynamic Electron Correlation in Double lonization
by Charged Particle Impact and Photon Impact

T. Watanabe and L. Vegh*

After the significant different measurement of
the double ionization by anti-proton bombard-
ment on atoms from that by protons,”® much
attention has been attracted to the correlation
effect on the occasion of dynamical process
caused by charged particle impact, such as elec-
tron, positron, proton, anti-proton, and multi-
charged ions, as well as photon impact.** Firstly
we will make a short discussion of this problem
and give a short review under the concept of the
first order perturbation (Born) theory. Then we
are going to refer a new method for the double
ionization. It has been recognized that the Born
cross sections for excitation and for ionization
do depend neither on the sign of projectile charge
nor on its mass, if the projectile has the same
impact velocity. It is expected to give the same
total cross section for single ionization and ex-
citation as well in the high (but non-relativistic)
velocity range regardless of projectile particles.
For atomic targets, single-ionization cross sec-
tions obtained by fast proton and anti-proton
projectiles are found to be the same.® Let us
consider the process of inelastic collision by the
impact of a charged particle with a charge Ze
and a velocity v. The cross section (c.yx Or Gion)
for excitation or ionization of the atomic target
can be given by the Born approximation as

o, on =B ILIE [P g
ex, lon Uth Ko

X | <y | Sexp(iker),) | > [2dK (1)
J

with Kpax=m (v+v,) /B, Knin=m (v+v,) /%, and
v,= v2(E—FE, /M, where m is the electron
mass, M, the mass of projectile ion, ¢ the elec-
tronic charge, and %ZK is the momentum differ-
ence before and after collisions. £ is the total
energy and E, is the #n-th eigenenergy. The inte-
grand of Eq. 1 indicates that the differential
cross section is also common for various charged
projectiles if the integrand is written as a func-

* Institute of Nuclear Research of the Hungarian Acad-
emy of Sciences, Debrecen, P.O. Box 51, H-4001,
Hungary.

tion of momentum change # K. However, this
point have not been investigated yet.

The ionization by charged particles at the high
energy limit is well explained by the Born
approximation, Eq. 1. Equation 1 shows the in-
dependent characters of the cross sections on the
sign of projectile charge and the mass of projec-
tile particles in the same impact velocity in the
center-of-mass frame (c. m.) as mentioned
above. A difference is found in the angular distri-
bution of ejected electrons. The differential cross
section with respect to the angle of an ejected
electron is quite different between the sign as
well as the mass of projectile particles. The
difference appears as result of the interaction
between an ejected electron and a projectile
particle. It is expected reasonably from the inter-
action between them.

The cross section for double ionization can be
written by the Born approximation, if we extend
the method straight-forward by using an indepen-
dent electron approximation, which is the
method that each electron state follows the solu-
tion of the Hartree-Fock equation in each step of
the electronic transition. Here, we ignore the
interaction between electrons during transition.
According to the independent electron model
scheme, a double ionization process can be classi-
fied into two processes, one is single ionization
followed by shake-off transition and the other is
successive two-step single-ionization. The shake-
off is a process of ionization due to the sudden
change of an atomic field as a result of first
ionization. The scattering amplitude of the sec-
ond process is considered to be proportional to
the square of a projectile charge, but is consid-
ered to decrease with the impact velocity at a
higher rate than in the shake-off process.

If we take the ratio of the cross section of
double ionization to that of single ionization, the
ratio should be constant at the high velocity limit
when the shake-off process is dominant. The
collection of these data indicates that the ratio
tends to be constant at the high velocity limit
regardless of projectile particles.

Besides the high-velocity limit, the cross sec-
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tion ratio R. is significantly different depending
on the sign of the projectile charge. This is due to
the electron-electron interactions in the target
systems. If we consider the effective potential
range of double ionization, the potential range in
the case of positively charged particle impact is
reduced because of the large sum potential over
the interaction of a projectile particle and elec-
trons, and the interactions between electrons are
reduced compared with that of interactions
between the projectile and electrons without
interactions between electrons. On the contrary,
for a negatively charged projectile, the interac-
tion domain is expanded, if we consider the
region corresponding to the potential summed
over the interaction between the projectile and
electrons as well as the interaction between
electrons. This feature may explain that the
difference in R. is in the case of a negative or a
positive charged projectile.

If we see the ratio of the cross section of
double ionization to that of single ionization and
the ratio is found to be independent of a transi-
tion mechanism, the ratio is expected to be the
same value in photo-ionization. The ratio in
photo-ionization, K,, is not the same value, but
the ratio is larger than that of particle ionization.
This unexpected result can be explained by fol-
lowing discussion. In photo-ionization, the ratio
R, shows the direct correspondence with the
shake-off factor and the agreement between
experiment and calculation is satisfactory at the
present time. For photo-ionization, the theory
does well describe the phenomena. For charged
particle ionization, however, there are some ide-
alization procedure of the problem in order to
make the matter possible to handle. One of the
fact which needs idealization is as follows:

A target nucleus is regarded as a simple spec-
tator.

A nucleus itself is in a free state in principle
and it can absorb energy even in a small amount
during collision.

A dominant difference between the photon
case and the particle case is the magnitude of
momentum of the initial perturber. The momen-
tum of photon is so small that it can not move
nucleus in any significant amout. On the other
hand, the momentum of incident particles can
give momentum to a nucleus. Considering that
the momentum given by the projectile particle
can be shared by ejected electrons and the
nucleus, the directions of motion of the electron
and the nucleus are considered to nearly parallel
to each other. This effect may reduce the overlap
integral in the second ionization scattering

amplitude by the shake-off process.

For the double ionization process, there have
been several theoretical studies, which explain
some properties. Characteristic features of the
projectile sign dependence come from the differ-
ence in the effective interaction potential for this
phenomena. The potential should include not
only the interactions between a projectile and
electrons in a target, but also that between elec-
trons in the target. The summation over respec-
tive pairs make the domain of interaction smal-
ler for a positive charge projectile and make it
larger in a negative projectile. This is the main
process of double ionization by charged parti-
cles.

Let us consider the case of a projectile P
colliding with a He atom for simplicity. The S
matrix for the double ionization can be given by

S=exp (f_,wH () dt’) So (2)

where H () is the total Hamiltonian of the sys-
tem. Usually H can be taken as the sum of an
unperturbed Hamiltonian and a perturbation
Hamiltonian. The unperturbed Hamiltonian is
taken the Hamiltonian under the initial condi-
tion. The electron-electron interaction term 1/ 7,
is involved in the unperturbed one. Here we
make a different choice as

— h 2__ h 2__
Hyo= 2 mv1 2 mv z

2¢* 26
AR
Wy L Lo
71 7p2 T2

Noting that 4 (7,) =exp(—an—anr) is the
exact eigenfunction of H,, with a=2. Because
H, is completely an independent particle
Hamiltonian and H; includes the electronic cor-
relation interaction term e2?»~,, we can see only
the difference in the effect of dynamic correla-
tion in Hy; the range of interaction Hj differs
greatly due to the sign of projectile charge, 7.e.,
for negative projectile charge (e.g. anti-proton)
the range of interaction Hg expands because of
the accumulation of same-sign Coulomb poten-
tials and, on the other hands, for positively
charged projectiles (e.g. protons) the range
shrinks because of the cancellation between dif-
ferent sign Coulomb potentials. If we expand the
total target states in terms of an atomic eigen
function, S matrix can be given by

S=7T- exp[—ifjooHé(t') dt']
cexp(—id4 Ht) S, (4)

where H = Hy,— H, and is now a diagonal matrix
and T is the time ordering operator. Further
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investigation is now in progress.
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[11-2-5. Calculation of Stopping Powers for Energetic Heavy lons
in Solids and Plasmas

S. Karashima, K. Fujima, and T. Watanabe

The stopping powers for fast heavy ions in
cold matter and in partially ionized plasmas
were calculated over a wide range of tempera-
ture and density. A dielectric response function
method was used in the calculation.

Detailed analyses of experiments and theories
of the energy loss of fast heavy ions in solids and
gaseous media have been made. For partially
ionized media, the effects of finite temperature
on the theories must be taken into account.!=®
The theoretical treatments of stopping powers
are usually based on the approximation that
stopping electrons are divided into two parts:
those bound to plasma ions and free plasma
electrons. The stopping power in ionized media
depends on the effective charge and incident
energy of projectile ions and on the dielectric
polarization of matter.

According to the Brueckner-Senbetu-Metzler
(BSM) theory,” we formulate the stopping
power based on a dielectric function method.
Charged particles passing through an ionized
medium induce an electric field by polarizing the
medium. Consequently, the particles suffer a
retarding force from the medium and lose
energy. Thus we calculate the electron stopping
powers using a polarization response calculation
with a collisional dielectric function :

4 @p°
elbw) =1 = S )

_ wp,” (7)
%w(w-ﬁ-if D~ @ b

where k is the wave number vector and @ is the
frequency. The second term in Eq. 1 represents
the contribution of plasma free electrons to the
dielectric function. The effect of collisional
damping appears through the collision frequency
ve, and u.=(27T./m)"? is the electronic thermal
velocity, where m is the electron mass. The third
term expresses the contribution of bound elec-
trons. The frequency wp (7) of the i-th shell
electrons satisfies a relation wy?=4zNe?*n,/m,
where N is the number density of atoms, #; the
dipole oscillator strength, and I'; a phenome-
nological damping force.

The expression for w(k, w) is complicated

because of the discrete sum which requires infor-
mation on an atomic shell structure, binding
energies, and an electron density. Matter under
the extreme conditions of density and tempera-
ture can be described by application of the
Thomas-Fermi (TF) statistical model. The TF
theory normally assumes an ion-sphere approxi-
mation; each nucleus is placed at the center of a
sphere of a radius #» = (3/4zn)'?, where #, is the
total ion density. The electrostatic potential
V () inside the sphere is calculated by solving
the Poisson equation:

V2V (r) =4dnen(r) (2)
where #n(7) is the total electron number density
including both bound and free electrons. The
electron density #(») is determined by the for-
mula for a finite temperature :

_ ]_ Zﬂ 3/2
n(r =5 7:2( ) ()
. uteV(T)
I"} ( kBT ) (3)
where the Fermi-Dirac distribution function is
flry, p)= 1

1 +exp (kg—1T> [%—eV(r)—,u] “
4

The Fermi integral [ (x) is defined by

voydy
0 1+exp(x+y)—fo pif (r, p)c(ig)

The chemical potential x is determined by the
requirement that the cell be neutral, fn (r)d¥r=
Z: Z is the atomic number of matter. At zero
temperature, Eq. 3 reduces to

L(x) =

3/2

2 3/2
n(r) :%Ziz(f?g [,u-i—eV(r)] (6)

The potential V (») is a self-consistent field, i.e.,
it must simultaneously satisfy Eqgs. 2 and 3. The
dimensionless parameter x is defined by »=
xbz=3, b= (37z/4)%* h?/2me*. For the frequency
w;, we take % w,=I(x) with I(x) representing
the average over the momentum distributions of
the local ionization energy of a bound electron.
In the TF approximation, I (x) is given by
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1= o[ 282480 | T g
where wo= (42%/37)**(2me*/ h?)/ k2 and x
denotes the atom boundary corresponding to #,.
The plasma contribution to the dielectric func-
tion has the plasma frequency wp:
c_dmnee’ _4aN(Z—Z ) (8)
m m
where Z, is the average number of bound elec-
trons in a target ion. From these results, Eq. 1
becomes

(Z—Z)
w (w+iv) — (kve)?

1 3
Y SPICOME Y \
0 w(+illy)—[1(x)/h]?
(9)
For the ionization degree in medium, we use a
Saha equation to determine the equilibrium
charge states of a target material as a function of
temperature and density. We determine the
boundary condition for each ion state and calcu-
late the number of electrons bound to the ion and
free electrons.
On the assumption that a fast ion with a veloc-
ity » moves on a straight line in the x direction,
the energy loss is given by

4E_9 (22 [ak[" dwslo—ra)

e m [?(’k% 7] 1

where k2=Fk,*+ k.2 and Z* is the effective charge
of the projectile ion.

The numerical calculation of Eq. 10 by using
Eq. 9 is still complicated. If the projectile ion
velocity v is large enough, v>> v,, then o = kv >
kve. The dielectric function can be approximated
by an expression independent of %, i.e., ¢ (k, @)
~e¢(w). In this approximation in Eq. 10, we
obtain

@7 (Z*e)? [
f wdw

dx  #v?

ek, w) =1 —4”Nez{

m

- In[ Ut | m [ oy]| 0

where the cutoff wave number ¢, is necessary to
prevent the logarithmic divergence when ¢*=
k2t ki2=0co, Most of the contribution to the
integral in Eq. 11 is from regions with @ <gnv.
The choice of g, depends on the Bloch parame-
ter »=2Z*¢*/ hiv. This  means the ratio of the
minimum impact parameter between the classi-
cal and the quantum theory.

The collision frequency v, directly depends on
the states for weakly and strongly coupled
plasmas.” A theoretical determination of i is a
complex problem that calls for the detailed
knowledge of interparticle correlations in a cou-
pled plasma. The phenomenological damping
force I'; in e(k, ) is usually very small
compared with the binding on resonant fre-
quencies w,. We here take I' ;=0.03w; in the
numerical calculation. The effective charge due
to the semiempirical formula by Nikolaev-
Dmitriev® is used to compare with the results of
the BSM theory.

Numerical calculation of the stopping power is
in progress for different temperatures and den-
sities in matter and for various kinds of projec-
tile ions and targets.
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[1I-2-6. The Form Factors of the Hydrogenlike Atoms Revisited

[. Shimamura

Bethe? introduced the notion of the form fac-
tor and explained its basic significance in
collision theory. It is defined as the matrix

element of 3 exp (/K * r;) between a pair of

J

eigenstates; K represents the momentum in units
of % transferred from an incident particle to the
target system in a collision with the incident
particle, and r; is the position vector of the jth
particle in the target system. To be more spe-
cific, the matrix element squared determines the
probability of the transition between the eigen-
states upon momentum transfer #K within the
first-order perturbation treatment, i.e., the first-
Born approximation. The form factors are rele-
vant to interactions with any external agent so
long as they are local, and therefore appear in
many contexts including collisions with any
charged particles or neutrons. Properties of the
form factors and related quantities such as the
generalized oscillator strengths have been a sub-
ject of continued study, both experimental and
theoretical, as summarized elsewhere.?

The theoretical study of the form factor natu-
rally began with the atomic hydrogen, for which
every eigenfunction is analytically known within
the nonrelativistic point-nucleus approximation.
In particular, the transition from the ground 1s
state to a discrete excited state n/m is the most
fundamental, where # is the principal quantum
number, / the azimuthal quantum number, and m
the magnetic quantum number. In fact the form
factor vanishes if m # 0. For some applications
and also for the full understanding of the results,
it is appropriate to consider a more general case
of the transition from the ground state Tooo (r; 2)
of a hydrogenlike atom with an effective nuclear
charge ze to a discrete state ¥,o(r; z’) of a
hydrogenlike atom with another effective
nuclear charge z’e. Let €, (K; 2, 2z') denote the
corresponding form factor <@, (r; z") | exp(iK+
r) | Wooo(r; 2)>.

To derive an analytic expression for &, (K; z,
z’) one follows Massey and Mohr® using the
generating functions of the Laguerre polynomial.
However, the crucial page, i.e., page 613, of their
paper contains so many errors that it is difficult

to see their precise result.

Bethe’s article? in Handbuch der Physik
quotes the Massey-Mohr work, and gives an
expression for €, (K; 1, 1) as Eq. (52.12). How-
ever, the second factor 2%V of that equation
should be 2243,

Furthermore, Eq. (92) of the treatise of Mott
and Massey® is meant to be an expression for
en(K; 1, Z) in our notation, but is also incor-
rect. Equations (7a)-(7e) of Shimamura® are
intended to show the most general result for
en(K; 2z,2"). However, z and 2z’ should be inter-
changed, and the definition of x has a misprint.

In this way there is confusion even for the
simplest case of the transitions from the ground
state to discrete states. We have shown some
simple methods for proving without explicit cal-
culations that the results in these standard arti-
cles are in error, and have derived the correct
results. We have also derived an analytic
asymptotic formula for &, (K; z, z') as K — o,

The hydrogenic states may be defined also in
terms of the parabolic coordinates, the parabolic
quantum numbers being #, and #.; the principal
quantum number # and the magnetic quantum
number m are the same as in those appearing in
the treatment in terms of the spherical coor-
dinates.

The form factor for a transition from the
ground state to an excited state (n, 11,1, m=0)
should also be studied for completeness. In prin-
ciple it should be possible to derive an expression
for the form factor €nnn(K; 2, 2’) for this transi-
tion by a unitary transformation of &, (K; z, 2).
In practice, however, it is much easier to extend
the method of Landau and Lifshitz? who calcu-
lated €unmn(K; 1, 1). In this way we have derived
an analytic expression for eamn(K; 2, 27).

In many applications the sum of | € wnn (K; 2,
z’) | 2 over m,—#n, at a fixed » is required. We
have also calculated this sum analytically.
Bethe? and Landau and Lifshitz” give a special
case of this expression for z = z° = 1. This sum
is equivalent to the sum of | &, (K; 2, 2’) |? over
[ at a fixed ». However, we have been unable to
derive the same result from the expression for
en(K; 2, 2).
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Discussion of the form factor is incomplete
without mention to those ez, (K; z, z’) for the
transition to continua £. Bethe? gives a compact
expression for the sum of |ez, (K; 1, 1) |2 over .
This expression is more general than the coun-
terpart for the bound spectrum in the sense that
the analytic continuation of the former should
lead to the latter expression.

We are unaware of a convenient expression for
individual ez, (K; 2z, 2’). It is difficult to extend
the method of Massey and Mohr?® to the contin-
uum, and attempts with other methods of evalua-
tion have been so far unsuccessful.

The foregoing exemplifies the surprisingly
incomplete knowledge of the form factors for
transitions from the ground state. The knowl-
edge concerning transitions from an excited
state, either discrete or continuum, is even less
satisfactory.

Details of this work will be reported

elsewhere.®
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[11-2-7. Gamma-Ray Spectrum Due to the De-Excitation of
a Muonic Molecule pau

S. Hara and T. Ishihara*

The resonant state of a muonic molecule
(pau), -, composed of a proton p (or its isotopes
deuteron d and triton t), an « particle a, and a
negative muon g with a total angular momentum
J = 1 is related to the muon transfer process

(pau)s - (1)

puta — 1
- autpty (2)

(pa,u)/ =1

These processes are important since the mesic
atoms pu and others contribute to the muon-
catalyzed fusion reaction, whereas the final prod-
uct au does not. Aristov, et «l.” and Kravtsov,
et al.? theoretically investigated the bound state
energies of (pau);-; (and its isotopes) and the
formation rate of (pau),-, in process 1. The
resonant state (pau), -, decays by electric dipole
transition into the ground repulsive au + p state
by y-ray emission (see Fig. 1). The lifetime of
(pau)s - and the y-ray spectrum for process 2
are studied by Kravtsov, ef «l.? using the Born-
Oppenheimer approximation to the initial reso-
nant and final repulsive states. An experiment is
now in progress to measure the y-ray spectrum
for process 2.¥ Here, we reformulate process 2
and calculate the y-ray spectra and the lifetime
of (pau),-, and its isotopes by using an exact
expression for the initial resonant state wavefun-
ction.

The total wave function for (pau),;-, and its
isotopes can be written in the following form

IM_sp)m : 2/ 1\ "
v/ M=50 (&',ﬂyR)(S”z)

m

* Dlin (0,6, @) (3)

Here M and m are the components of the total
angular momentum J along a space fixed z axis
and along an internuclear distance vector R,
respectively, D%, the rotation matrix® and R =
| R|. A set of variables r(&, », @) represents
spheroidal coordinates for the muon, & and @
are polar and azimuthal angles for the vector R
in the space fixed coordinates. The position
vector of the muon relative to the mid-point of p
and « is represented by r.

* Institute of Applied Physics, University of Tsukuba.

We adopt Eq. 3 for the wave function of the
initial resonant state and the Born-Oppenheimer
approximation for the ground repulsive state.
Thus the wave function for the final state, in
which the momentum for the relative motion of p
and « is k%, is given by

; X (RR) (2] +1\ 12
W’%Zqﬁw(& 7, R) j;? ) ( 47[2 )

* Dj/lx;v(a),e, qJ) (4)

The ground state 1o orbital for pau @ ., (&,7 ;
R) is determined by the following equation

1 o, LDy —
|:_2_mv ;+F—;—7—W—60(R)}(D (&7 R) —(05)

where 7., and 7,, are the distances between «
and wx, and p and g, respectively, and

1/m=1/M.+1/m, (6)

Here M. and m, are the masses of « and g,
respectively. This choice of m gives the correct
dissociation limit for p + ax in the Born-
Oppenheimer approximation. The following
units are used throughout this paper

TN

v/ —
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Fig. 1. Schematic diagram for the de-excitation of
(pau); -, in the units given in Eq. 7. (a), Adiabatic
potential energy curve & (R) for au + p ; (b),
adiabatic potential energy curve for puy + a ; and
(c), probability density of the resonant state
(paw); i, [ | ®/™(r, R) |%dr 2z sin6d6. The
ordinate for curve (c) is arbitrary.
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e=h=m=1 (7)

The radial function X, (kR) satisfies the fol-
lowing equation

[—W{F‘z—z—ﬁ%”} +e(R) k] X/(kR)( 8=)o

with the boundary conditions,
X;(0)=0 (9)
X, kR) —sin | R—L2-inim) +5,] w0
where ¢, is the phase shift including the Cou-
lomb phase. In Eq. 8,

/M=1/M,+1/M. (1D

and M, is the proton mass. The momentum % for
the relative motion is determined by

E... E,+X W)

2M
where E,.. is the energy of the resonant state,
and E, the energy of an emitted photon.

The transition probability per unit time and
unit energy, that is, the energy spectrum of y ray
is given by

—gg(00) =

di :
B Lk, (,,k)j%%,%, 2/ +1)
] {:}% ’ d | w./n1> |2 (13)

where bracket denotes volume integral over R
and r, « is the fine structure constant, and d the
dipole moment of pau with respect to the centre
of mass of the system;

2m
d= (HW)"MM( SMAM.—m)R (1)
where
M= M+ M, +m, (I5)

In Eq. 13, three components of d give the same
contribution. The space fixed z-component of d
can be written in the form

dz:§ Doy (@,6, 9)g. (&7 ; R) 16

where g, are the functions of &, 7, and R. Substi-
tution of Eqgs. 3, 4, and 16 into 13 gives

BB g 13001 A, ) |0
where
AU, m)= [RARX, (kR (41| £n| 47 (19

In Eq. 18, the last parenthesis denotes the volume
integral over r except for an angle ¢.

We have calculated the resonant state energies
of pau (and its isotopes) L., and the wave
function & /" with J; = 1, M; = 0 by a variational

Table 1. Energies and lifetimes of the resonant state
(pau), -, and its isotopes. (a), present ; (b), Refs. 1
and 3 ; (c), Ref. 2.

Energy (eV) Lifetime (s)
pay
(a) —50.02 5.20X 1072
(b) —41.6 1.8 X102
(c) —43.7
dau
(a) —57.84 5.90 X 10712
(b) —55.9 1.9 X102
(c) —57.5
tau
(a) —63.53 6.03x107'2
(b) —62.9 2.1 X102
(c) —63.9

=l

N

X

]

SIS 1

E, (keV)
Fig. 2. Gamma-ray spectra due to de-excitation. (a),

pau—au+p; (b)), dau—au+d;and (¢), tau—au +
t.

methods» using 300-term trial functions. In Table
1, E,.. are compared with those obtained by
using the Born-Oppenheimer approximation.t»
For the final state, @,,(&,  ; R) and & (R) were
calculated by the method proposed by Bates and
Carson.® Equation 8 for / = 0 and 2 were solved
numerically to obtain a radial wave function
X; (kR). We adopted the following mass
constants: M ,=7,294.295m,., M,=1,836.151me.,
deuteron mass My=3,670.481mz, triton mass M,
=5,496.899m., and m, —206.769 m,, where s,
is the electron mass.

The y-ray spectra are shown in Fig. 2.

The absolute value of intensities in the present
calculation is about 3 times smaller than those in
the previous one” for all isotopes. The lifetime 7
of the resonant states

=1/ [ (L) aE )

is also given in Table 1. The values are about 3
times larger than those of previous calculation.?
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In our pau spectrum, there is a small second
peak at E, = 8 keV, with a peak height of about
1/22 of the main peak and with a half width of
about 0.1 keV.
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[11-2-8. State Densities and lonization Equilibrium of Atoms
in Dense Plasmas

I. Shimamura and T. Fujimoto*

Recent developments in experimental studies
of dense plasmas have stimulated theoretical
efforts to understand spectroscopic properties of
atoms and ions in dense plasmas. These efforts
include calculations of the energy levels and
Stark broadening of bound states in many differ-
ent models. They range from one-electron
central-potential treatment with or without non-
spherical perturbation by other particles in the
plasma, to many-particle treatment in which
electron-electron and electron-ion interactions
are explicitly taken into account. Detailed calcu-
lations including many kinds of effects, however,
are limited to low-lying bound states.

As in the study of ionization equilibrium, one
often finds it necessary to know the state density
of atoms in a plasma over the whole spectrum
from the ground and excited bound states to the
entire continuum. This presents a difficult theo-
retical problem, partly because one has to deal
with an infinity of states, and partly because any
reasonable model for this problem and associat-
ed calculations should be consistent over the
whole spectrum.

In the conventional theory of ionization equi-
librium in low-density plasmas, Saha’s equation
is used in which any interactions between parti-
cles in the plasma are completely neglected when
dealing with electrons in continuum states (with
an energy £ >0)? In other words these electrons
are regarded as free electrons that comprise an
ideal gas. For the hydrogen plasma this leads to
a density of state

g (E/R)=(E/R)"/2n*nea) (E>0) (1)

with the Bohr radius a4, the Rydberg unit R (=
13.6 V), and the number density . of electrons.

On the other hand an electron in a bound state
(with E < 0) is bound by the Coulomb interac-
tion with a proton. Thus the state density is that

of the hydrogen atom, z.e.,
g(E/R)=|E/R | (E <0) (2)

This state density diverges as £ approaches

* Department of Engineering Science, Kyoto University.

zero from below, whereas g. (E/R) tends to zero
as F approaches zero from above. This un-
physical discontinuity is due to the inconsistency
in the treatment in the positive-energy and
negative-energy regions.

To derive Saha’s equation for low-density
high-temperature plasmas in thermal equilib-
rium, we take into account only low-lying levels
in the calculation of the partition function. Thus
the singularity in the state density is avoided in
this approximation. For high-density plasmas,
however, Saha’s equation is well known to lead
to unreasonable results; more elaborate treat-
ment of the state density across the ionization
limit is necessary. In fact the ionization limit for
atoms in dense plasmas shifts to the low-energy
side, which is known as continuum lowering. It
has been theoretically studied in detail especially
for a partially ionized hydrogen plasma.

We present here a simple model for the density
of states of hydrogen plasmas that is continuous
across the ionization limit and that is consistent
over the entire energy spectrum; the resultant
state density approaches g- (E/R) at high £ and
coincides with gy (E/R) for low-lying bound
states. Ionization equilibrium of dense plasmas is
also discussed on the basis of this state density.

Consider a hydrogen plasma for which the ion
coupling parameter I', i.e., the ratio of a repre-
sentative Coulomb energy e¢?/# to the kinetic
energy ks T, is larger than unity, where ¢ is the
charge of an electron, 4z is the Boltzmann con-
stant, 7" is the electron temperature, and » =
(47n./3) . A simple model appropriate for this
case is the ion-sphere model that introduces a
sphere with a radius » around a proton. The
sphere, called an ion sphere, has a volume 1/ #,,
and the probability of finding another proton in
this sphere should be almost negligible for I' > 1.

We assume that the density of electronic levels
of the hydrogen plasma is approximated by the
state density of the hydrogen atom confined in an
ion sphere, i.e., the density of levels held by the
electron-proton interaction potential —e?/7 sur-
rounded by an infinitely high potential wall at
» =#. This model is probably too crude for the
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calculation of each energy level, and hence, for
the calculation of the level shift from a pure
hydrogenic energy due to interactions with other
particles in the plasma. The interest here, how-
ever, is not in the level shift but in the global
structure of the level density. The present model
should be reasonable for this purpose, though not
highly accurate.

We apply the Bohr-Sommerfeld quantization
condition, which is known to reproduce exactly
both the density g, (E/R) of the purely quantal
levels of the hydrogen atom and the density
gr (E/R) of the plane-wave states in a vanishing
potential in a finite sphere. We define a dimen-
sionless quantity X = (E/R)(n/a). The den-
sity g (E£/R) of states is calculated as

g(E/R)=gy(E/R) G(a)
=(n/a)™ | X |7 G(a) (3)
with
a=X(X+2) (4)
where

Gla) =n7! [%am— Vala+1)
+In(v/2+ 1/a/+1)]

for 0< X (5)
Gla) =n7! I:—%(—a/)m— V—ala+1)
~+sin~! /Ta:l
for —1<X <0 (6)
G((I) :Gcont(a)+Gbnd(a)
for —2< X <—1 (7)
with
Gconl(a) :7[—1 [7%(va’)3/2+ vV —a(a+1)
—Sin_‘/——af—an] (8)
and
Gone (@) =a+1 9)
and
Gla)=1 for X<—2 {10

The function | X |~%2G(a) is plotted in Fig. 1.

The asymptotic form (2/3z) X® of Eq. 5 for
large X is consistent with Eq. 1 for the free
states. This is natural, since a weaker effect of
the Coulomb potential is expected for a larger
kinetic energy.

- : o
L H .
' Present
0.8} Hydrogen Model, R
i : Free-Electron
| Model
<5 06 :
&} L 1
F !
E 0.4 '|
L I
y
02+
L | I
0.0 —~10 0 10 20

Fig. 1. Reduced density | X |2G(a) (= (r/a,) 5"
+ g(E/R)) of electronic states as a function of X (=
(E/R) (n/a)). Also shown are the reduced density of
the bound states of the hydrogen atom and that of the
free states described by plane waves.

It follows that the above state density is contin-
uous and smooth across X = 0, —1, and —2,
and over the entire spectrum. Also, one finds
that the state density is a monotonically increas-
ing function of the energy. The continuum por-
tion of the state density rises linearly from zero
at X = —2.

To study ionization equilibrium we assume
that the electrons in the plasma occupy the eigen-
states according to the Boltzmann distribution.
The integral of this distribution over the contin-
uum gives the number density #, of hydrogen
ions. The integral, or more accurately, the sum
over the bound-state spectrum gives the number
density n, of neutral hydrogen atoms.

The correction factor on Saha’s equation cal-
culated in this way depends both on #e.and on T,
but only through T.

In conclusion, we note that the simple model
presented in this paper results in reasonable
density of states and ionization equilibrium.
Because of its simplicity and of the useful scaling
relations, the model should be useful for many
future applications.
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111-2-9.  Charge-State Distribution Measurements of 26-MeV/u Ar lons

Y. Kanai, T. Kambara, T. Mizogawa, A. Hitachi,
K. Shima, and Y. Awaya

We have estimated mean charges of low-
energy (<10 MeV/u) projectile ions in the equi-
librium charge-state distribution after passing
through a target material by using a semi-
empirical formula, where we neglected a shell
effect.” For projectile ions with energies of
higher than 10 MeV/u, their mean charges are

Table 1.

not easy to estimate. When we do some experi-
ments using RIKEN Ring Cyclotron, such infor-
mation will be needed. As a first step in the data
compilation of equilibrium charge-state distribu-
tions of ions in the energy range of RIKEN Ring
Cyclotron, we carried out the measurement with
26-MeV/u Ar ions.

Charge-state distributions of Ar ions after passing through targets. The incident charge

state and energy are 13+ and 26 MeV/u, respectively. Numbers in parentheses stand for the
power of ten. Statistical error is within = 5 % of each value.

Charge state fraction

Target Mean charge
12+ 13+ 14~ 15+ 16 17 18
C (10 ug/cm?) 13.91 54(=5) 3.32(—1) 3.98(—1) 2.02(=1) 6.29(—2) 4.7 (=3) 14 (=3)
C (20 ug/cm?) 14.62 2.6(—5) 1.19(—1) 3.50(—1) 3.46(—1) 1.64(—1) 1.92(—=2) 1.2 (=3)
C (40 ug/cm?) 15.33 — 2.11(=2) 1.62(—1) 3.80(—1) 3.49(—-1) 8.10(—2) 6.4 (—=3)
C (80 ug/cm?) 16.83 — 1.44(—4) 4.45(-2) 4.97(—2) 1.78(—1) 6.40(—1) 1.27(=1)
C (173 ug/cm?) 17.11 — — 8.7 (—5) 6.43(—3) 1.34(—1) 5.96(—1) 2.63(—1)
C (600 ug/cm?) 17.91 = = 4 (=7 4.2 (—6) 1.86(—3) 8.19(—2) 9.16(—1)
C (4.27 mg/cm?) 17.98 — — — — 1.24(—4) 2.00(-2) 9.80(—1)
Be (25 ym) 17.97 — — — 1.1 (=5) 1.08(—3) 2.90(-2) 9.70(—1)
Be (50 xm) 17.97 — — — 1.0 (—5) 9.98(—3) 2.95(—2) 9.65(—1)

Ar™* jons of 26-MeV/u were momentum ana-
lyzed and passed through target foils( carbon 10
ug/cm? - 4.2 mg/cm? and beryllium 25 and 50 xm
in thickness). The charge-state distributions of
Ar ions after passing through the target were
measured by a combination of a charge-
analyzing magnet and a position-sensitive
parallel-plate avalanche counter (PPAC) locat-
ed just behind the magnet.? Results are summa-
rized in Table 1.

Analysis is now in progress. Using this data,
we intend to improve the semi-empirical formula
and extend the applicability to projectile ions up
to 26-MeV /u.
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[11-2-10. Multiple Inner-Shell lonization of Target Atoms
by 0.8-26 MeV/u Heavy-lon Impact

Y. Awaya, T. Kambara, Y. Kanai, T. Mizogawa,
A. Hitachi, and B. Sulik

Systematics of simultaneous single K and
multiple L shell and single L and multiple M shell
ionization of target atoms was studied previous-
ly by using 4.7-8.2-MeV /u heavy ions accelerated
by the cyclotron."? K-satellite and hypersatellite
X-rays or L-satellite X rays from various target
elements were measured by wusing a step-
scanning crystal spectrometer. Projectiles were
He, C, N, and O ions. We obtained not only the
L-shell ionization probability accompanied by
simultaneous K-shell ionization, P, but also the
M-shell one accompanied by simultaneous L-
shell ionization, Py. We also studied the ratio of
the double K-shell ionization cross section to the
single ionization cross section from the intensity
ratio of the Ka hypersatellites to the K« satel-
lites.

After RIKEN Ring Cyclotron (RRC) started to
work, we expanded the previous work to a
higher incident energy range. At the same time,
we made other measurements at lower energies
by using the linear accelerator (RILAC). We
used 26-MeV/u N ions from RRC and 0.84-, 1.1-,
1.3-, and 1.6-MeV/u N ions from RILAC as pro-
jectiles. Targets were 1-2-um Ti, Ni, and Cu foils
and a piece of Fe wire of 25 ym in diameter for
the measurements at RRC and a 2-ym Ti foil for
those at RILAC. The K X rays from the targets
were measured by using a broad range crystal
spectrometer® with a flat crystal and a position-
sensitive proportional counter. A crystal of LiF
(200) was used for the measurement of Ti and
Fe K X rays and that of LiF (22 0) for Ni and Cu
K X rays.

A spectrum of the Ti K, satellites and hyper-
satellites and a part of the K; satellites obtained
by 26-MeV/n N-ion impact on the Ti target is
shown in Fig. 1, where KL” denotes the initial
state vacancy configuration. For the 26-MeV/u
N-ion impact, a high-level background caused by
v rays induced by nuclear reactions is expected,
but the broad-range X-ray crystal spectrometer
was found to work sufficiently at this high inci-
dent energy.

The experimental values of P_ obtained from
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Fig. 1. Spectrum of Ti K X-rays obtained by 26-MeV /u
N-ion impact.
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Fig. 2. P. values obtained by the present work:
o, obtained by 26-MeV/u N-ion impact; ®, by 0.84-
1.6-MeV/u N-ion impact and V; corresponds to inci-
dent energy; x and ®, explained in the text. Previ-
ously obtained P, and Py values are also shown. Solid
curve is the universal BEA one for k=cy/ (27a:Ry).
Dashed and chain curves are normalized ones.

Ka satellites are shown in Fig.2, where the open
circles show those obtained at RRC and closed
circles at RILAC together with the previous
data.*® The solid line is the BEA universal
curve.”? Scaled parameters of #?*u,P,/kZ* and
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Vi/V, were adopted to fit the theoretical curve
to the experimental values of both P, and Ay,
where # is the principal quantum number, , the
binding energy of #n-shell electrons (n=2 for L
shell and #=3 for M shell), «, the binding energy
of an n-orbital electron, Z; the nuclear charge of
projectile heavy ions, V; the velocity of the
projectiles and V, that of =-orbital electrons.
The constant % is represented as o,/ (27z@,*Ry),
where o,=ze*, @ is Bohr radius and Ry=13.6
eV. The energies of the projectiles are taken as
the incident ones to estimate V; and the value of
Z, is taken as 7 but we should make some com-
ments on these parameters.

The energy loss of the 26-MeV/u N ions in a
target foil is smaller than 0.4 percent of the
incident energy and the mean charge of ions in
charge equilibrium is almost equal to 7.0+. This
means no correction is required for V; in the
reduced parameter.

On the other hand, the Ti target (2 gm) is not
thin enough for 0.8-1.5-MeV/u N ions; for exam-
ple, total energy loss of N ions in the target is
about 4 MeV for 1.5-MeV/u (total energy: 21
MeV) incident energy. It may be reasonable to
take the incident energy of the projectile to
estimate V,. The K-shell ionization cross section
decreases drastically with decreasing energy of
projectile ions in this collision system, whereas
the change of L-shell ionization cross section is
not so much because the velocity of Ti L electron
and that of the projectile is comparable in this
collision energy. Since we observed the KL~
X rays, the production cross section of these X
rays depends on mainly by the K-ionization cross
section. For the reference, the points are plotted
by crosses for the values which correspond to the
projectile energy after passing through the half
thickness of the target.

Another factor to be considered for low energy
impact is the value of Z; in the scaled parameter.
When we take the mean charge of N ions in
charge equilibrium at the energy at the half
thickness of the target foil, the corrected experi-
mental data move to the position shown by cross-
es surrounded by circles. This is the most
extreme case and it is difficult to discuss effec-
tive Z; values for the multiple ionization process.

In the previous study, we found that the univer-
sal curve multiplied by a factor of 0.84 fits better
to the experimental values of P, and that by 1.25
does to the values of ;. When we add the P,

values obtained in the present study at RRC, this
becomes more plausible. The broken curve in
Fig. 2 is the universal curve multiplied by 0.84
and the chain curve is that by 1.25. This means
that the estimated value of the cutoff radius in
the calculation is about 10 2§ smaller for L shell
and that for M shell is about 109 larger.

As is seen in Fig. 2, the experimental data
obtained by RILAC corrected for the energy loss
of the projectiles and charge are fitted well by
the universal curve. In order to check the validity
of this correction, we are planning re-
measurements by using a very thin target where
the effect of the energy loss of projectiles is
negligible; this will at least make clear the ambi-
guity of V..
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Fig. 3. Intensity ratio of K& hypersatellites to hyper-
satellites vs. £/ Aux. ©, present data; ®, previous
ones.”

The preliminary results of the intensity ratio
of the K. hypersatellites to the satellites, K"./K.
for 26-MeV/u N-ion impact are shown in Fig. 3,
with the previous data of N-ion impact. £ is the
total incident energy and A is the projectile mass
in electron mass units. It seems that the values of
K"./K. take a constant value at high energy
bombardment, though the data has large uncer-
tainties arising from the estimation of the back-
ground. The analysis is in progress.
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-2-11.

Resonant Transfer and Excitation (RTE)

in Ge*'* on H, Collisions

3. Reusch,* P, H. Mokler,* T. Kambara, R. Schuch,®™ G, Wintermeyer,***
A. Miiller,*** Z. Stachura,***** and A Warczak ******

The resonant transfer and excitation (RTE)
process is important among the electron transfer
processes in collisions between high-velocity
highly-charged ions and light atoms. RTE is a
collision process in which an electron excitation
in the projectile ion and a transfer of a target
electron to the projectile occurs simultancously
through an electron-electron interaction. Since
the excitation and the transfer are correlated, the
energy required for the excitation should match
the energy gained by the transfer. Therefore
RTE is a resonant process which occurs only at
specific collision energies. When a free clectron
instcad of a bound eclectron in a target atom or
molecule is transferred to the projectile, this
resonant process is called dielectronic recom-
bination (DR) which is the inverse process of an
Auger electron emission. The resonances of RTE
and DR are named in accordance with the corre-
sponding Auger processes.

We have investigated the KL»#-RTE process
(n = L, M,--) in collisions between highly
charged Ge ions and a 11, target at the UNILAC
facility of GSI (Gesselschaft fiir Schwerionenfor-
schung ; Heavy lon Research Institute) in Darm-
stadt. An experiment with incident Li-like Ge??®*
ions was reported previously.” In that experi-
ment, the projectile ions were charge-analyzed
after the target and those which captured one
electron were counted in coincidence with the
characteristic X rays of the projectile. The pro-
jectile cnergy was changed between 12 and 18.5
MeV/u to get an excitation function.

When the projectile is a H-like ion, it gets a
doubly-excited Ie-like ion after a KL#-RTE

* (S, D-6100 Darmstadt, IF. R. Germany.
** AF1 Research Institute of Physics, S-10405 Stock-
holm, Sweden.
*** Physikalisches Institut, Universitit Heidelberg, D-
6900 lleidelberg, F. R. Germany.
***#* Strahlenzentrum, Universitéit  GieBen, D-6300
Giellen, F. R. Germany.
22 Institute of Nuclear Physics, 31-342 Krakow,
Poland.
oeexx Institute of Physics, Jagiellonski University, 30-
059 Krakow, Poland.

process and it can decay with two K-X-ray
photon emissions as shown in Fig. 1. RTE can be
observed by coincidence measurements between
two K-X-ray photons besides the coincidence
measurements between X ray and charge
exchange like previous report.” We can get infor-
mations about the electronic state of the projec-
tile ions after the RTE process by measuring the
energies of the two X-ray photons.

[lere we report the measurements of the KL#n
(n= L, M,) resonances of the RTE process in
collision between H-like Ge®*'* ions and a H,
target by a two-photon coincidence method.

The experimental set-up is shown in Fig. 2. A
Ge*''-beam from the UNILAC was collimated
and was led to a differentially-pumped gas target
at a pressure of about 0.7 mbar. Two Si(Li)
detectors placed at 90" to the beam direction and

Target

Projectile

Decay

Fig. 1. KLL-RTE process and two-photon decay of the
doubly-cxcited state after RTE in case of a ll-like
(one-electron) projectile ion shown in the projectile
frame.
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Fig. 2. Experimental set-up.
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opposite each other detected the X rays from the
target region. Beam currents were monitored
with a Faraday cup. An Au-foil was set before
the Faraday cup and scattered Ge-ions were
counted with four surface-barrier detectors at a
scattering angle of 7.8°. The number of the scat-
tered ions were used for the normalization of the
number of incident ions. Events of two-photon
detection with the two Si(Li) detectors were
accumulated with a coincidence circuit and
recorded on magnetic tapes on a PDP 11/45
computer.

Figure 3 shows the correlation between
energies of two X rays measured by the two
Si(Li) detectors at projectile energies of 13 and
16.5 MeV/u. At both projectile energies, there
appears a group of events around £, = £,=10.5
keV which corresponds to two Ku-X-ray emis-
sions from doubly-excited Ge*' ions. At 16.5
MeV/u, there are two other groups of events
around (£, =10.5 keV, E,=12 keV) and (£, =12
keV, £,=10.5 keV) which correspond to one K
and one K g, -emissions. These events result from
radiative decays of 2Inl" states with #>2 of
Ge?** jons. Events along a line E, +F,=10 keV
correspond to the two-photon 2E1 decay of 1s2s
'S, singly-excited metastable state of Ge** ions.
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Fig. 3. X-ray energy correlation diagrams at projectile
energies of 13 (upper) and 16.5 MeV/u (lower). 5, and
I5, show the energices of X rays measured by cach of the
Si(Li) detectors in coincidence.

This state can be produced by the E1 decay of a
doubly-excited state like 2s2p 'I°, state. The
events along lines of £,=10 keV and £, =10 keV
correspond to the detection of a K X-ray from a
doubly-excited state to the 1s2s 'S, state and one
of the two photons from the 2E1 transition of the
Is2s 'S, state.

Figure 4 shows the cross section of two K-X-
ray-emission as a function of the projectile
cnergy between 12.1 and 18.8 MeV /u. Dots show
the experimental results. Circles arce for the total
K-X-ray-K-X-ray coincidences and triangles are
for Ka-Kpy coincidences which are from 2/nl’
(n>2) states. Curves show theoretical predic-
tions calculated by folding DR cross sections
with the Compton profile of a molecular hydro-
gen and corrected for the radiative transition
probability: Dashed curve shows the total coinci-
dence cross section and dotted curve shows the
component of the Ka-Kyg, coincidence cross sec-
tion. Arrows show the energies of the DR reso-
nances calculated by a multi-configuration
code.?
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Fig. 4. Cross section of simultancous double K-X-ray
emissions for Ge*' ' on 11, collision at projectile energies
between 12.1 and 18.8 MceV/u. Dots show the experi-
mental data, curves show theorcetical predictions, and
arrows show theoretical energies of KL#-DR reso-
nances.
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Fig. 5. Cross section of 2E1 photon emission from a

metastable 1s2s 'S, state of Ge™' as a function of the
beam energy. Descriptions of the dots, curve, and
arrows are the same as those in Fig. 4.
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The cross section of two K-X-ray emission has
a maximum at about 13 MeV/u, a minimum at
about 15 MeV/u, and a maximum at about 17
MeV/u. The peak at about 13 MeV/u corre-
sponds to the KLL-RTE processes. In this region
the K4, X-rays are not observed. This is expect-
ed since the final state of the KLL-RTE process-
es are 2[2/” which can emit only K, X-rays. The
agreement between the theory and the experi-
ment is good. The peak at about 17 MeV/u is
sum of unresolved KL#-RTE resonances with
n>2. In this region, both the K.-K« and K.-K g,
coincidence events are observed. The theoretical
prediction is about a half of the experimental
data in this region.

Figure 5 shows the cross section of 2E1 photon
emissions from the !'S,-metastable state as a

function of the projectile energy. Dots show
experimental data. The curve shows theoretical
prediction, like those in Fig. 4, using the cross
sections of DR processes leading to the states
from which radiative transitions are allowed to
the 'S, state. The agreement between the theory
and the experiment is good for both KLL and
KLM-RTE processes.
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[11-2-12. Studies on the Continuum X Rays Produced
by Heavy-lon-Atom Collisions

K. Ishii, K. Maeda, Y. Sasa, M. Takami,
M. Uda, and S. Morita*

Continuum X rays of radiative electron cap-
ture (REC) and molecular orbital X rays (MO)
can be produced by heavy-ion/atom collisions.
REC X rays are the quanta emitted by the
radiative transition of target electrons into a
bound orbit of the incident ion. On the other
hand, MO X rays are emitted from the molecular
orbitals or united atoms in adiabatic collisions
between an incident ion and a target atom. The
MO process is enhanced when the energy levels
of target electrons coincide with those of projec-
tile electrons, especially, a symmetric collision.
Anholt has systematically investigated the cross
sections for production of MO X rays and has
shown that the continuum X rays can be consid-
erably observed even in asymmetric collisions
and the production cross sections of these contin-
uum X rays are much larger than the predictions
for MO X rays.” Ishii and Morita explained these
X rays in terms of the bremsstrahlung produced
in ion-atom collisions, namely, atomic bremsstra-
hlung (AB).?

Since the dipole transition process is predomi-
nant in atomic bremsstrahlung, the cross section
of AB is almost zero in the case of symmetric
collisions and it becomes large for asymmetric
collisions. Production of AB is complementary to
that of MO. Molecular orbits can be formed in an
adiabatic collision process and so, when the inci-
dent energy becomes higher, the production cross
section of MO X rays decreases. Moreover, the
MO X-ray energy cannot exceed the K X-ray
energy of the united atom ([ k). For higher
incident energy and in the region of X-rays
energy (hw>1yx), the contribution of MO X
rays can be neglected and the behavior of AB for
symmetric collision is expected to be well stud-
ied.

In order to study the behavior of atomic brems-
strahlung in heavy-ion collisions, we bombarded
thick targets of C, BeO, NaCl, CaCO,, CaF,, Al,
Si, Ti, Cr, Fe, and Cu with Si®* ions (1.435 MeV/

* Research Center of Ion Beam Technology, Hosei
University.

amu). The targets of BeO, NaCl, CaCO,, and
CaF, were coated with carbon in order to avoid
electronic charging up at the surface. A polyeth-
ylene foil (500pm), Al foils of 140xm or 230um,
or a vanadium metal foil (40um) was put
between the target and the Si(Li) detector.

In Fig. 1, the X-ray yields obtained n(Z,,Z,
v) are plotted as a function of target atomic
number Z; for the normalized X-ray energy v=
0.7, 1.0, 1.3, 1.5, and 1.8. n(Zs,Z:,v) is
defined by

Brems
n(ZeZrw) =ho [ Nax JE00 (e 0)
where

v=ho/Lx, §=135, and Z,=14.
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Fig. 1. Target-atom dependence of the continuum X-ray
yield produced by 1.435 MeV/amu Si-ion bombard-
ments.
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For the target atomic number Z; of the com-
pounds, we take the largest one of the component
elements. The experimental cross sections
decrease monotonously with increase in Z,
while the theory predicts a minimum at Z,.=14.
We can find that the atomic bremsstrahlung is
still effective in the case of symmetric collision.
This result leads us to consider that the electrons
of projectile and target atom don’t occupy each

other a same orbit, and this effect prevents the
symmetric collision in a sense of atomic struc-
ture. Thus the quanta of dipole transition can be
emitted even for Z,=Z,. The theory of AB will
be developed on the base of above model.
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I11-2-13. Target Thickness Dependence of Charge State Fractions of
Ar lons after the Passage through C-Foil, CH,, and H,

T. Mizogawa, Y. Awaya, T. Kambara, Y. Kanai,
M. Kase, H. Kumagai, and K. Shima

It is well known that the equilibrium mean
charges of fast heavy ions after passing through
solid media are larger than those of ions passing
through gaseous media.” The origin of this “solid
effect” is still a problematic issue. To study this
problem we have measured the charge-state
distributions (CSD) of 50 MeV Ar ions after the
passage through carbon foils and gaseous tar-
gets, CH, and H,.

The experimental setup is shown in Fig. 1.
The essential points of the experimental proce-
dure are as follows. The 50 MeV Ar ions from
RILAC were used. The charge fractions of argon

lons after the passage through the carbon foil
(2~10 pg/cm?) or gaseous targets (< 20 Torr
cm for CH,, < 50 Torrcm for H,) were mea-
sured for two initial charge states (4+ and 12+) .
After the passage through the foils or a gas cell,
the ions entered a charge-analyzing magnet, and
were finally detected by a position-sensitive
parallel-plate avalanche detector (PPAC). The
charge-state distributions were determined from
the charge spectra obtained by the PPAC.

In Fig. 2 the charge fractions of Ar ions mea-
sured for the CH, target are plotted as a function
of the target pressure. The results for the C-foil
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Fig. 1. Experimental setup for Ar-ion charge-state-distribution measurements with gaseous
targets. For the solid target measurements the gas cell is replaced by a target holder.
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Fig. 3. Target-thickness dependence of charge-state fractions of 50 MeV Ar ions after

passage through C foils.

targets are shown in Fig. 3. From these data the
mean charges were evaluated and plotted in Fig.
4 as a function of the carbon thickness of the
solid target or the CH, gas. The mean charges
for the solid target change with the carbon thick-
ness more rapidly than those for the gaseous
target before reaching the equilibrium values.
The equilibrium mean charge for the solid target
is +12.33, which is larger than the case of the
gaseous target by +1.55.

Our previous measurements of the intensities
of K. and Kjs satellites of Ar ions passing
through C foils? show that the sum %, + 7% of
equilibrium average numbers of L-vacancies
(72,=4.45+0.05) and M-vacancies (7 =7.65%
0.25) in K-vacancy bearing ions is 12.1+0.3. If
we assume that these L- and M-vacancy numbers
are nearly the same as those for ions without K
vacancies, the sum 7, + %y averaged over all Ar
ions would be about 12.1, which is in good
agreement with the equilibrium mean charge
12.33 for the carbon foil. This assumption is
reasonable, because the L- or M-vacancy produc-
tion is probably independent of the K-vacancy
production, and also because the L- or M-shell
equilibration time is shorter than the K-vacancy
mean life in solid. Then the above agreement
means that, if there is no auto-ionization process

faster than K-vacancy decay, the solid-gas differ-

ence +1.55 should occur inside the solid and/or
outside the solid as close to the exit surface as no
autoionization processes can take place, because
K X-ray emission occurs in such a region. The
LLM Coster-Kronig process is energetically for-

T T
12+
; Ar = C 1[1!]_»657*0.*0 12.33+.10
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Fig. 4. Target-thickness dependence of the mean
charge of 50 MeV Ar ions after passage through
C foils or CH,.

bidden for multiple L-vacancy bearing states,
and the LMM Auger decay may be slower than
K-vacancy decay. Therefore the “Betz-Grodzins
model,”? which attributes the solid-gas differ-
ence in equilibrium mean charge to the fast
auto-ionization of excited electrons outside the
exit surface of solid targets, is considered to be
not valid in the present collision system and
energy. The difference may be attributed to
successive L to M excitation and M to continuum
ionization inside the solid.

In this discussion we neglected the existense of
four H atoms in a molecule CH,. To assess the
role of them, we also measured the CSD of Ar
ions after passage through H, gas. The resulting
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CSD and the mean charge of Ar ions are given in
Figs. 5 and 6, respectively. The explanation for
the horizontal scale of Fig. 6, “equivalent C
thickness,” will be necessary. In Fig. 4, we used
the C thickness in units of [wxg/cm?] as a
horizontal coordinate, for convenience of the
comparison of “solid” and “gas” cases. To com-
pare the results for CH, targets and H, targets, it
will be convenient that the same numerical val-
ues of the horizontal coordinates of Figs. 4 and 6
give the same H-atom thickness. The “equivalent
C thickness” is such a variable which is propor-
tional to the adopted H, pressure.

From these data we can deduce some qualita-
tive conclusions. First, from the thin limit of
Ar'**-ion data, the electron capture cross section
from H, is negligibly small compared with that
from CH,. Second, from the thin limit of Ar**-
ion data, the electron loss cross section for the H,
target is a few tens of percent of that by the CH,
target. Therefore, in the charge-equilibration
process of Ar ions in the CH, gas, the role of H
atom is rather enhancement of electron-loss than
electron-gain, provided the simple assumption,
i.e., that the charge-changing cross sections for
molecule targets are approximately equal to the
sum of the cross sections for the constituent
independent atoms, is valid. This means that, if
“pure carbon gas” is used as charge-stripping

13 T ] 1 T
./V.
12 — e e e -
1+ Ar12+-' H2 .
&g 1w -
o
< 9L o
I
O -
= 8
ooz
L " .
= Art'= H,
6 — -
sl i
4 Lol I |1|nu| L bl Ll
.01 A 1 10 100

EQUIVALENT C-THICKNESS (pg/cm2)

Fig. 6. Target-thickness dependence of the mean
charge of 50 MeV Ar ions after passage through
,.

media, the above “solid effect” in the equilibrium
mean charge will be further enhanced.
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[11-2-14. Charge Distributions of the Recoil lons Accompanied
with Multiple lonization of Heavy Projectile lons

H. Tawara, T. Tonuma, H. Kumagai, and T. Matsuo

Presently it is known that under highly
charged, energetic heavy ion impact multiply
charged recoil ions are copiously produced, in
contrast to structureless particle (electron or
proton) impact. In particular, in collisions with
heavy ions having inner-shell vacancies, the pro-
duction of multiply charged recoil ions is signifi-
cantly enhanced. This is understood qualitatively
as well as, to some extent, quantitatively to be
due to the (inner-shell) electron transfer from
target atoms into projectile vacancies. In fact,
Gray, et al. and Kelbch, ef al.? for example,
have shown that the charge distributions of
recoil ions are shifted toward higher charge state
with increasing the number of electrons captured
into projectile ions.

Taking into account the importance of such
transfer ionization where the projectiles capture
electrons from target atoms and result in the
production of multiply charged recoil ions,
Horbatsch® has developed a quantum statistical
time-dependent mean-field theory and calculated
the cross sections for transfer ionization as well
as those for pure ionization over the energy
region ranging from 50 keV/amu to 5 MeV/amu
for projectiles with the ionic charge of 6, 12, and
20. This calculation suggests that the contribu-
tion of electron transfer processes becomes much
significant at lower energies, compared with the
pure ionization process.

On the other hand, very few experimental and
theoretical investigations have been devoted
toward understanding the mechanisms of recoil
ion production when the ionization of partially
ionized projectiles is accompanied simultaneous-
ly (loss ionization). Ullrich, et «/.* have mea-
sured the cross sections for multiply charged
recoil ions in Ne# (g=1, 2, 3) +Ne collisions at
relatively low energies (75-360 keV/amu). Their
results show that highly charged recoil ions are
mainly produced in close collisions, whereas
recoil ions with low charge are due to pure
multiple ionization under collisions with large
impact parameters. In their collision energy
region, two neon collision partners tend to form
a quasimolecule probably within the L-shell orbit

range of partially ionized neon ions. In fact, the
observed charge distributions seem to be similar
for both projectile and recoil neon ions and sug-
gest us that the remaining electrons involved in
collisions are equally shared between two colli-
sion partners.

In the present work, we measure the charge
distributions of recoil ions which are produced in
collisions of partially ionized (Ne?" and Ar?)
projectile ions with Ne atoms with simultaneous
ionization in both projectile ions and target
atoms. A TOF technique based upon charge-
separated projectile-recoil ion coincidence is
used.” 1.05 MeV/amu Ne?* and Ar‘* ions are
provided from RIKEN linear accelerator
(RILAC) and, after passing stripping foils and a
switching magnet if necessary, sent into a colli-
sion chamber whose pressure is controlled. The
projectile charge state after collisions is ana-
lyzed with an electrostatic charge separator and
finally the projectile ions are detected with a
position-sensitive parallel plate avalanche
counter. On the other hand, recoil ions are detect-
ed with a channeltron detector after flying over
about 15 cm from the collision region.

Typical recoil ion charge spectra are shown in
Fig. 1. The charge-selected projectile-recoil ion
coincidence spectra are accumulated through
LIST mode. In Fig. 1 (a) is shown the charge
distribution of 1.05 MeV/amu projectile Ar?+*
ions in coincidence with recoil Ne# ions in the
incident Ar** ions colliding with Ne atoms. We
have found that, at the present collision energy,
probabilities of 1-4 electron ionization from
projectile Ar** ions resulting into Ar®*-Ar®* ions
decreases slowly toward higher ionization stage
and is far intense, compared with those for elec-
tron capture into projectiles resulting into Ar3*
ions. The probabilities for further ionization
beyond ¢’=8 are found to be also quite small,
compared with those for ¢’<8. This is due to a
so-called shell effect where the ionization for
q’>8 needs the ionization of 2p shell electrons
and, thus, much larger energy transfer to target
atoms is necessary.

At the present collision energy, the dominant
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Fig. 1. Observed charge spectra of both projectiles
(a) and recoil Nei* jons (b-f) in coincidence with the
specified projectile charge ¢" in 1.05 MeV/amu
Ar**+ Ne collisions.

mechanism of the production of recoil ions with
low charge (7=1-3) is believed to be pure ioniza-
tion of target atoms without any change of pro-
jectile ion charge where probabilities for multi-
ple ionization decrease drastically with increas-
ing the charge of recoil ions (see Fig. 1 (b)) . The
collisions accompanying one-electron (single)
ionization of projectiles clearly result in relative
enhancement of the production of recoil ions
with higher charge state (see Fig. 1 (c)),
compared with that of lower charge ions.
Furthermore, two-, three-, and four-electron
ionization of projectiles results in successively
higher charge recoil ions (see Fig. 1 (d), (e),
and (f)) . In fact, for four-electron ionization of
projectiles (resulting in Ar®"), Ne** recoil ions
are most intense, with a trace of up to Ne’ to
Ne®* ions.

In Fig. 2 are shown the cross sections for the
production of recoil Ne’* ions estimated from the
above data and normalized to the previous
values®? as a function of the recoil ion charge.

10°% T T T T T T T

r 1.05MeV/amu Ar**+Ne-»Ar®* +Ne'*

10~16__

10—17_

Cross section (cm?)

107"

107"

Recoil ion charge (i)

Fig. 2. Partial cross sections for the production of
recoil ions with different charge in coincidence
with the specified projectile charge after collisions
in 1.05 MeV/amu Ar**+ Ne collisions.

This clearly shows that, with increasing the
degree of simultaneous ionization of projectiles,
the production of recoil ions with higher charge
is significantly enhanced.

Similar trends are also seen in Ne?* + Ne colli-
sions (not shown here) where, though absolute
cross sections are smaller than those in Ar'*
collisions as measured in our previous
experiments® because of the low projectile ¢,
three-electron ionization of projectiles (the final
projectile charge being Ne®") results in the pro-
duction of recoil Ne®*' ions with the highest
probabilities, having weak peaks corresponding
to recoiled Ne®* to Ne™ ions. These results sug-
gest that projectile ions have to penetrate deeper
into target atoms when the projectiles are ion-
ized (loss ionization).

Up to now, no theoretical treatment has been
reported of multiple ionization of target atoms
accompanied with simultaneous ionization of
projectiles in collisions of partially ionized pro-
jectiles with neutral atoms which can be compar-
ed with the present observations. However, the
present results can be understood qualitatively
as follows: Projectile ions have to come into
close collisions with target atoms in order to be
highly ionized and, in turn, these close collisions
result in higher ionization of target atoms. In
particular if the ionization of the inner-shell
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electrons would occur, followed by cascading of
the inner-shell vacancies toward outer shells, the
recoil ions could have much higher charge after
collision.

In collisions of partially ionized projectiles, in
contrast to collisions involving innershell elec-
tron transfer, simultaneous ionization of both
collision partners should result in different conse-
quences in their charge distributions. In such
cases, both particles should penetrate each other
deep enough to be highly ionized and then result
in the production of recoil ions with higher
charge.

In order to fully understand such a multiple
ionization of recoil target atoms, further accumu-
lation is required of experimental data similar to
the present work. At the same time, it would be
of great help to theoretically investigate related
topics such as the impact parameter dependence
of multiple ionization processes of target atoms

simultaneously accompanied by projectile ioniza-
tion or electron capture as well as that in pure
ionization without any change of projectile
charge.
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[11-2-15.  K-LL Auger Spectra of Nitrogen Projectiles

Y. Kanai, T. Kambara, Y. Awaya, B. Sulik,*
N. Stolterfoht,* and Y. Yamazaki

In this report, we present the result from the
first measurements on high resolution K Auger
electrons from the Be-like nitrogen using the
method of zero-degree Auger spectroscopy which
has been developed by N. Stolterfoht and
coworkers.? By using this method, we can do the
high resolution measurement of the ejected elec-
trons from the high velocity projectiles.?
Comparing the results of the high resolution
measurement with a result of theoretical studies,
we can test electron correlation and relativistic
interactions in the projectile ions.

This experiment was performed at RILAC.
Projectiles of 1.33 MeV/u N?* were magnetically
analyzed and directed into a He gas cell. Emitted
electrons were analyzed by a zero-degree Auger
spectroscopy apparatus which consists of two

consecutive 90° parallel-plate electrostatic ana-
lyzers. It had been temporarily transported from
the Hahn-Meitner-Institut, Berlin.

Results are shown in Fig. 1. Most of the strong
Auger lines in Fig. 1 originate from Be-like ini-
tial configurations which were produced by the
‘needle ionization (selective inner-shell ioniza-
tion)” in collisions with He. Most of the promi-
nent Auger peaks were fitted by the Gaussian
curve. Energies of the emitted electrons in the
projectile rest frame are listed in Table 1. In
consideration of the uncertainties of the projec-
tile energy and analyzing voltage of the electron
analyzer, absolute values of emitted electron
energies were determined with uncertainty of
about #+ 0.5 eV. The initial and final states of
each Auger electron were determined from the
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Fig. 1.

K Auger spectra from 1.33 MeV/u N?* projectiles colliding with He atoms. Electron

energies have been transformed to the projectile rest frame. Initial configurations are indicated

on the peaks.

* Institute of Nuclear Research of the Hungarian Acad-
emy of Sciences (ATOMKI), Debrecen, Hungary.
** Hahn-Meitner-Institut, Berlin, F.R. Germany.
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Table 1. Auger transition energies.

69

This result Initial state Final state Theory
(eV) (eV)
Al 313.3+05 1s2s? S 1s? 'S 312.12
A? 315.8+0.5 1s2s2p P 1s? 'S 315.2¢
Bl 322.8+0.5 1s2s22p P 1s*2p 2p 323.36°
B2 3249+05 1s2s2p? °p 1s*2p p 324.76°
B3 326.6+0.5 1s2s?2p 1p 1s%2p p 326.99°
A3 328.2+0.5 1s2s2p 2p 1s? 1S 328.0*
A4 331.1+£05 1s2p? D 1s? 'S 331.78
B4 332.8+0.5 1s2s%2p P 1s%2s S 333.45°
B5 333.3%05 1s2s2p® *p 1s%2p zp 333.21°
B6 334.9+0.5 1s2s2p? Sp 1s%2p S 334.84°
B7 336.2+£0.5 1s2s%2p P 1s?2s S 337.08°
Cl 337.4+0.5 1s28?2p? zp 1s%2p? 3p
B8 340.2+0.5 1s2p? S 1s22p p 339.88°
B9 343.2+05 1s2s2p? D 1s%2s S 344.41°

a, Ref. 3; b, Ref. 2.

comparison with theories®*® and a systematic
study of Auger spectra of oxygen projectiles.?
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I11-2-16. Analysis of the Mg IX 2s3d-2s4f Transition
of Beam-Foil Spectra

K. Ando, S. Kohmoto, Y. Awaya, T. Tonuma, and S. Tsurubuchi

Be-like ions have a simple electron configura-
tion, but their energy levels have been known
only below the principal quantum number (7) of
3. Above n=4, energies of terms have not fully
been analyzed, and the wavelength region
around few hundred Angstrom, which occurs
mainly from the transitions from =4 to 3, is
blank in wavelength tables. But this wavelength
region is important in the experiments on high
density plasmas.

The transition array of 2s3d-2s4f has been
identified for Be I to F IV, for Al X ,and for Si
XI. For latter two elements, however, only 3d
’D-4f 3F lines have been identified.

A problem in the identification of the singlet
transition is that this transition array is over
lapped with another transition array of 2p3d-
2p4f as shown in theoretical spectra calculated

by the multiconfiguration Dirac-Fock. Also, the
2s4f configuration has a configuration interac-
tion with the 2p3d as described by Edlen." We
analyzed the 2s4f configuration, taking into
account the configuration interactions. The
lower levels of 2s3d have been already known
and their energies were obtained from the
Grotorian Diagram of Mg 1X.?

Spectra of magnesium ions were measured for
the beam energies of 12, 19, and 32 MeV from
the RILAC with a 2.2 m grazing incidence
spectrometer (McPherson 247) with a grating of
600 grooves/mm. The entrance and exit slit
widths were set for sufficient resolution. The
wavelengths of spectra were calibrated by using
known spectral lines of magnesium ions.

An isoelectronic sequence of the 2s3d-2s4f
transition was obtained from the data of C III to
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Fig. 1. A spectrum of Mg ions obtained in the beam-foil experiment using 19 MeV, in which newly identified
transitions of 2s3d-2s4f are indicated. Numbers appearing in the bottom are uncalibrated wavelengths, which
are different about —1.5 A from the real wavelength, and the cross marks show the observed intensities.
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Table 1. Observed lines of the 2s3d-2s4f transition in Mg 1X.

. Wavelength Wavenumber L
Intensity o Combination
(A) (cm™)
960 218.45 457,770 253d °Dy 55 —284f *Fuz.
170 229.07 436,550 2s3d 'D, —2s4f 'F,

Table 2. Energy parameters (cm™) .

Configuration Parameter Fitted value H-F Value Fit/H-F
2s4f E.. 2,085,141 2,051,485 1.016
G*(2s, 4f) 3,285 4,266 0.770
& (41) 15 15 1.000*

2p3d E. 1,808,032 1,766,807 1.023
F2(2p,3d) 73,697 68,475 1.076

G'(2p,3d) 62,654 64,321 0.974

G*(2p,3d) 32,766 37,352 0.877

&(2p) 2,179 2,582 0.844
¢(3d) 107 107 1.000*

Configuration interaction

R*(sf,pd) —95,502 —50,657 1.885

R?(sf,dp) —9,302 — 14,435 0.644

*£(4f) and £(3d) were not varied in the least squares fitting, because these values were too small.

F VI, Al X, and Si XI.2® The wavelength of the
triplet transition 2s3d *D-2s4f *F was estimated
from the isoelectronic sequence. From these
results, the strong line observed at 218.45 A was
identified as the transition of 2s3d 3D, ;s-2s4f
3F2.3,4-

After determination of the 3F levels, the
parameters of energy expressions for the 2s4f
and 2p3d configurations, which included the
configuration interaction mentioned above,
were fitted by the least squares method.* % The
parameters used are average energies, Slater
direct- and exchange-radial integrals (F*,GY),
spin-orbit interactions (&) for the 2s4f and 2p3d
configuration, respectively, and configuration
interaction-radial integrals (R*) between the
two configurations. The initial values of these
parameters were calculated by using the
Hartree-Fock program code of MCHF77.” From
the least squares fitting, the energy of the 'F
state are obtained, and the wavelength of the
transition of 2s3d 'D-2s4f 'F was estimated. An
isolated spectral line was found near this esti-
mated wavelength, and was identified as the
singlet transition of 2s3d 'D-2s4f'F .

The observed spectrum is shown in Fig. 1,
where the identified lines are indicated. The
result of identification and classification are
given in Table 1.

The parameters are determined from the ob-

served energy levels by means of the least
squares fits.” Table 2 shows the fitting values,
the Hartree-Fock values, and the ratio of fitted
value to Hartree-Fock for each parameter. The
designation of energy levels of 2s4f and 2p3d
configurations are determined. The standard
deviation of fitting energies is 695 cm™' for 13
experimental levels of the 2s4f and 2p3d configu-
rations. The differences between the experimen-
tal and fitted level energies are small for the
levels of 2s4f, but are slightly large for 2p3d,
especially for *P levels. This suggests that the °P
levels have a configuration interaction with
other configurations.
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l1-2-17.

Impact Parameter Dependence of Ne K-X Ray Emission in

10 MeV Ne™ on Ne Collisions

T. Kambara, Y. Awaya, Y. Kanai, H. Schmidt-Bocking, and H. Vogt

The excitation mechanism of inner-shell elec-
trons in heavy ion-atom collisions is often de-
scribed as direct Coulomb or molecular orbital
processes which are based on the interaction
between the excited electron and the time-
dependent nuclear field during the collision.
However, in some cases, the interaction between
the excited electron and one of the electrons of
the collision partner can be important in the
excitation process. The electron-electron correla-
tion effect, which is known as resonant excita-
tion and transfer (RTE),? is expected to show up
in the K-X-ray-emission probability P(5, ¢) in a
specific outgoing charge state, where b is the
impact parameter and ¢ is the angle between the
scattering plane and the X-ray emission direc-
tion.

In order to investigate the different excitation
mechanisms, we have started to measure P(4, ¢)
for different outgoing charge states in Ne-Ne
collision systems. At first, we measured the two-
dimensional angular dependence of 10 MeV Ne’*
projectiles colliding with Ne for the outgoing
charge states from Ne** to Ne’ in coincidence
with the Ne K-X rays. In this collision energy,
the K-shell excitation is dominated by the 2po-
2pz rotational coupling.

The experimental setup is shown in Fig. 1. A
Ne™ beam from the RILAC was collimated by a
pair of slits, passed a Ne gas target, and was
charge-state analyzed by a magnetic deflection
of 25 and detected by a two-dimensional
position-sensitive gas detector (PPAD) with a
“wedge and strip” anode 6 m after the target.

Ne-gas
Collimators

j}‘i o jﬁ

+
H Magnet

Scattered
Particle

Coincidence
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2-dimensional

Fig. 1. Experimental setup.
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Fig. 2. Examples of position spectra of scattered Ne
ions with outgoing charge states of 7+ (a) and 4+ (b) in
coincidence with Ne K-X rays. 1 cm corresponds to 40
channels in each direction. Particles with small scatter-
ing angles are blocked with a Faraday cup of 12 mm in
diameter. A circular blank in each position spectrum is
a shadow of the Faraday cup.
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The target gas was emitted into a collision
region in a evacuated chamber through a thin
nozzle. The target density was so small that a
single-collision condition was fulfilled. The scat-
tering angle for the separated charge state was
determined by the position relative to the beam
center. The position resolution is better than 1
mm which corresponds to 1.6X107% rad of scat-
tering angle 6. For measurements of large angle
scattering (6>107% rad), a Faraday cup with a
diameter of 12 mm was inserted in front of the
PPAD to block the particles with smaller scatter-
ing angle to avoid a too large count rate. The X
rays from the target region were measured by a
Si(Li) detector mounted at 90° to the beam direc-
tion.

Examples of the two-dimensional position
spectra of the scattered particles in coincidence
with the Ne K-X rays are shown in Fig. 2. The X
rays were detected in the direction of the X-axis.
The Faraday cup was set in front of the PPAD
which made a circular blank in the spectra. The
experimental results show a outgoing charge-
state dependence of the K-excitation probabil-
ities as a function of the scattering angle. Fur-
ther analysis is in progress.
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[11-2-18. K Auger Spectra of Doubly-Excited Helium-Like Carbon

H. Sakaue, K. Ohta, T. Inaba,* Y. Kanai, S. Ohtani, K. Wakiya,
H. Suzuki, T. Takayanagi, T. Kambara, and Y. Awaya

We started studies of ion-atom collisions by
using highly ionized ions from the RIKEN ECRIS
(electron cyclotron resonance ion source) which
was constructed for the AVF cyclotron. In this
report, we present the result of the first measure-
ments of K Auger electrons of doubly-excited
He-like carbon using 5.0 keV/u *C®* projectiles
in collisions with He. The *C®* projectiles were
made by the ECRIS. Projectiles were analyzed
by a 90° analyzing magnet and then collided with
target He in a gas cell. Doubly-excited He-like
carbon ions were produced by the double-
electron capture from target He atoms. Elec-
trons were measured at the observation angle of
0° with respect to the beam direction by an elec-
tron spectrometer. It consists of a 90° parallel-
plate electrostatic analyzer and a simulated
hemispherical electrostatic analyzer; the former
was used to steer the electrons out of the ion
beam and the latter determines the electron
energy resolution. Results are shown in Fig. 1.
Under a single-collision condition, we observed
Auger electrons whose initial-state configura-
tions were (2! nl’), where [ and [’ are angular
momenta and #» principal quantum number
(n=3).

When the target pressure was high, we ob-
served spectra like the lower one of Fig. 1. Two
groups of peaks below 300 eV correspond to the
transitions arising from the Li-like carbon,
which were made by double collisions. The
spectroscopic studies of K-Auger electrons from
the Li-like carbon were made completely by R.
Mann.? All peaks below 300 eV can be identified
as the same as those reported by R. Mann. The
lower group is attributed to the decay of the (1s

* Institute for Laser Science, University of Electro-
Communications.
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Fig. 1 Auger electron spectra for *C®* on He gas.
Upper spectrum are under single collision condition.
Lower one under double collision condition. Initial
state configuration before Auger decay is indicated on
each group of peaks. Auger electrons peaks from the
(21 21') configuration are expected around 270 eV .

20 20’) state and upper one to the (1s 2/ 3/').
Using these peak positions, we calibrated our
analyzer.

Under the single-collision condition, we ob-
served spectra like the upper one of Fig. 1. We
can identify each group of peaks as shown in the
figure. There are two features of this spectrum:
(1) no peaks of (2/ 2/’) configurations (around
270 V) and (2) peaks of (2/ n/’) configurations
can be observed in a wide range of » (n=>3).

Precise analysis of the results is in progress.

Reference
1) R. Mann: Phys. Rev. A, 35, 4988 (1987).
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[11-2-19. Observation of the Velocity Distribution of a Sodium
Atomic Beam Irradiated by a Resonant CW Dye Laser

T. Suzuki,* T. Minowa, and H. Katsuragawa

We have reported two-step photoionization of
a sodium atomic beam using cw and pulsed dye
lasers.” The dependence of the signal intensity of
the two-step photoionization upon the power of
the radiation of the cw dye laser suggested that
laser cooling of the sodium atomic beam took
place. To ascertain this conclusion, we have
undertaken to investigate the change in the
velocity distribution of a sodium atomic beam
irradiated with a resonant laser.

The experimental set up is schematically
shown in Fig. 1. The distance between a sodium
atomic beam source and an ionization region
was 22 cm. Sodium atoms take about 0.2 ms to
arrive at the ionization region because the mean
velocity of a sodium atomic beam is about 10® m/
s. During this flight time, sodium atoms interact
with a counter-propagating resonant cw laser
radiation, which has been tuned to the 3P,,,-3S,,,
transition of sodium, and are pressed with the
radiation toward the beam source.

In the ionization region, sodium atoms were
ionized by the radiation of the cw laser and of
the pulsed dye laser (wavelength 390 nm). The
pulsed dye laser beam was focused with a
converging lens (focal length 10 ¢cm) . Resultant
sodium ions flew freely in a stainless-steel duct

’/' CW DYE LASER

ENTRANCE HOLE

. gi.’;”;i?

= -

A PULSED PUMPING
/Q/ V DYE LASER éLASER

[ VACUUM CUIAMBER

|~ ATOMIC BEAM SOURCE

Fig. 1. Schematic diagram of the experimental set up.

* Department of Physics, Faculty of Science, Toho
University.

(3 cm in diameter) . The duct had a hole (5 mm in
diameter) at the end, through which ions were
pulled out toward a CERATRON detector. The
duct shielded the electric field around the detec-
tor which was formed by a bias voltage (3.5 kV)
to the detector, thus the velocity change of ions
having been minimized. Since the distance
between the ionization region and the hole was
20 cm, the TOF of sodium ions was estimated at
0.2 ms from the mean velocity of sodium atoms;
the estimated value was close to the observed
one.

The output signals from the CERATRON
detector were fed to a transient recorder trigger-
ed with the pulsed dye laser. The time difference
between the triggering and the signal acquisition
was recorded in a TOF spectrum by a computer.
The velocity distribution was obtained from the
TOF spectrum and the distance between the
ionization region and the entrance hole.

Figure 2 shows the TOF spectra. In Fig. 2 (A)

(a)

10 mwW

(B)
20

50 mW

SIGNAL INTENSITY (ARB. UNIT)

0 0.5 1.0

TIME OF FLIGHT (ms)

Fig. 2. Time-of-flight spectra. (A) the power of a
resonant cw dye laser was kept at 10 mW and (B) at
50 mW.
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the power of the cw dye laser was kept at 10 mW,
and in Fig. 2 (B) at 50 mW. The two spectra
show marked differences that the width of the
spectrum at 50 mW is narrower than that at 10
mW and that the peak at 50 mW shifts toward
the time origin compared with that at 10 mW.

The present results are puzzling to us. The line
width of the cw laser was broad; much broader
than the Doppler width of the sodium atomic
beam. To explain the experimental results we
assume that all sodium atoms are under a equal
light pressure regardless of their velocities.

In Fig. 3 the calculated result is shown for the
change in the velocity distribution (at 800 K);
line I is the initial Boltzmann distribution given
by

fv)=A-v*exp(—(v/v,)?) (1)
where A is a normalization constant and v, is the
mean velocity of a sodium atomic beam.

The velocity at the ionization region of a
sodium atom under one-dimensional pressure
caused by the cw laser is given by

n=vvE—2LP/M (2)
where v is the velocity at the source, L is the
distance between the source and the ionization
region (22 cm), M is the mass of a sodium atom,
and F, is the light pressure exerted upon sodium
atoms under the resonant condition. Substituting
v, into Eq. 1 and dividing by a expansion factor
F (v), the velocity distribution at the ionization
region is given by

g () =A(0*+K)exp (— (02 +K) /0,2 /F (v)

(3)
where K is 2 LP,/M. The expansion factor

Ir -

DISTRIBUTION (ARD. UNIT)

| | 1
0.5 1.0 1.5

VELOCITY (REL. UNIT)

Fig. 3. Velocity distribution of a sodium atomic beam,
I, the initial Boltzmann distribution at 800 K, II, a
calculated distribution of a sodium atomic beam sub-
jected to a light pressure.

F (v) is obtained by

dv,=F (v) +dv (4)
From Eq. 2 we find
F(v)=v/Vv’'—K (5)

thus we get

g(vl) =Au v Z’12'{'[('(3)([) (— (1/12+K)/Z/02) (6)
Line II was calculated by Eq. 6 for K =0.36.
Line II is broader than I, and the peak shifts
slightly toward the lower velocities. This results,
however, are not in agreement with the present
experimental results.

Reference

1) T. Minowa, H. Katsuragawa, and M. Shimazu:
RIKEN Accel. Prog. Rep., 21, 178 (1987).
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[11-2-20. Resonance lonization Spectroscopy of Lantanoid Elements

H. Maeda, Y. Mizugai, Y. Matsumoto, A. Suzuki, and M. Takami

In recent years there is much interest in laser
application to nuclear physics, in particular in
measurements of nuclear spins and multipoles of
short-lived nuclei by spectroscopic means.”
These physical properties, which provide an
important clue for the structural study of nuclei
far from stability, manifest themselves as hyper-
fine structures and isotope shifts in electronic
transitions of relevant atoms. For such measure-
ment, resonance ionization spectroscopy is of
particular importance since its ultra-high sensi-
tivity is crucial for high resolution hyperfine
spectroscopy with a small number of atoms
produced by nuclear reactions.

The present work was undertaken with the
purpose of supplying spectroscopic data for the
laser spectroscopic study of short-lived nuclei
provided by RIKEN Ring Cyclotron. Two pulsed
dye lasers, pumped by a XeCl excimer laser,
were used to ionize target free atoms selectively .
The Lantanoid elements were chosen for the
target since all the elements can be ionized
resonantly with the two pulsed dye laser beams.
As a first stage of such work, ionization spectra
were recorded by setting one of the laser fre-
quencies to an intermediate state and scanning
the other over auto-ionizing or high Rydberg

T— Dye Laser 2

Dye Laser 1 [ .~

Excimer Laser

Boxcar
Integrator

vac,
Line

Chart
Recorder

Oven

Fig. 1. Schematic diagram for resonance ionization
spectroscopy .

states which were subsequently field-ionized. A
piece of metal sample was placed in a small Ta
crucible and heated up to 1,800 K to form an
atomic beam. The atoms were ionized under a
0-4 kV/cm electric field with two laser beams.
The produced ions were accelerated and detected
with a Ceratron ion detector. The ion current
was measured and averaged with a Boxcar Inte-
grator. The laser wavelength was measured by
optogalvanic signals in Ne discharge and inter-
ference fringes of a solid etalon for interpola-
tion. A schematic diagram of the experimental
arrangement is shown in Fig.1.

After preliminary ionization experiments in
several metal elements, extensive ionization
spectra were recorded for Lu. The relevant
energy level diagram is shown in Fig.2. The
ground state electronic configuration of Lu is 4"
5d6s?. Since the 4f electrons are tightly bound,
all the configurations below the ionization
energy (43,762 cm™") are formed only by excited
states of the three 5d6s? electrons. Nevertheless
the electronic level structure of Lu I is very
complicated owing to the existence of many
terms and interactions among them. As a conse-

5 973 ————————— 57961 cn”!
5d6s D, 56198
1 55559

Autolonizing
Rydberg serie:

43762 cm!

Lu

Rydberg series

6s27p P° J=3/2 30489

29608
29487
28020

5d6s2
ap 97572

1994 cm~!
1/2 Q

Lu I
even odd

Fig. 2. Energy level diagram of Lu L.
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Fig. 3. Rydberg series converging to the first ioniza-
tion limit of Lu.

quence the energy levels around the first ioniza-
tion limit is not well analyzed in spite that the
lower electronic states are relatively well
understood® among Lantanoid elements.

Figure 3 shows a Rydberg series, 6s’ns and
6s’nd, converging to the first ionization limit.
By changing the intermediate state, three even
Rydberg series (6s’ns, 6s’nd, 6s’ng) were mea-
sured. The series show no clear local perturba-
tion and are identified for n up to 80. Figure 4
shows a forced ionization spectrum under an
electric field of 2 kV/cm. Rydberg atoms are
very sensitive to an external electric field, which
substantially lowers an apparent ionization limit
under strong electric field. An interesting fea-
ture observed in this spectrum is a very strong
signal observed in the forced ionization contin-
uum. Since this signal was observed only when
the electric field was strong enough to bring
down the ionization limit below this line, we
concluded that the signal was due to a doubly-
excited odd state which located accidentally
among the even Rydberg series, and could be
ionized only when it gained oscillator strength by

S
5 1P, 43762 cm™
2
= Electric Field
it 2 kv/cm
| I -1
43600 43700 cm

Fig. 4. Forced ionization spectrum of Lu I. The
electric field is 2 kV/cm. The intermediate state is
the same as in Fig.3. The ionization limit at zero
electric field is 43762 cm™!.

Stark mixing with the nearby even Rydberg
states. Under a weak electric field, the intensity
distribution of the nearby even Rydberg series
showed the Fano profile® by the interference of
transition matrix elements to the doubly-excited
state and the Stark continuum. Similarly
autoionizing Rydberg series converging to the
5d6s core excited states were observed. Further
analysis and extension of the work to other
Lantanoid elements are in progress.

References

1) See, for example, P. Jaquinot and R. Klapisch: Rep.
Prog. Phys., 42, 773 (1979).

2) J.F. Wyart: Phys. Scr., 18, 87 (1978).

3) U. Fano: Phys. Rev., 124, 1866 (1961).
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Incident Angle Dependence of Al-LVV Auger Spectra

for Ar'?* Impact

A. Koyama, H. Ishikawa, and Y. Sasa

In a previous report,” we showed the z-
dependence for energies of AI-LVV Auger peaks
for glancing angle incidence of projectiles; with
increasing z,, the energy of the Auger peak
decreased. We also showed that the energy
decrease was not due to the Doppler effect of
sputtered Al atoms.”

In the present report, we show the incident-
angle dependence of the energy of the AI-LVV
Auger peak for Ar'?* impact, and interpret the
z,- and incident-angle dependence in terms of
short-lived decresase in density of valence elec-
trons of Al due to the emission of large amounts
of secondary electrons induced by glancing angle
incident heavy ion impact.

Experimental conditions are the same as those
in the previous report.” Incident energies of Ar'**
are equal to 1.3 MeV/amu. Electrons are mea-
sured at the normal angle to the surface of tar-
gets. Al is in-situ deposited on polished Mo sub-
strates. The flattness of the target is within the
range of 1 um ups and downs per 1 mm in length.
Energies of electrons are measured from 1 to 150
eV.

Figure 1 shows the incident-angle dependence
of the energy of Al-LVV Auger peaks for Ar'**
and electron impact. For the electron impact no
dependence on incident-angle can be seen; how-
ever, for the Ar'** impact a pronounced depen-
dence is seen. For large angle incidence, the
energy decrease is rather steep, but almost
leveled off as the incidence angles become very
small. From extrapolation, we estimate the

Energy of Al-LVV Auger Peak (eV)

62 L L | L |

Fig. 1. Incident angle-dependence of energies of Al-
LVV Auger peaks for Ar'?* and electron impact. Inci-
dent energy of Ar'?** correspondsto 1.3 MeV/amu, and
that of electrons to 1 keV.

energy of the Auger peak for normal incidence of
Ar'?* to be 63.7 eV, and also that for an extreme
glancing angle to be 62.7 eV. In Table 1 the
energetical values of Auger peaks for different
projectiles are tabulated at an incident angle of
4°, with the estimated values for 90°and 0°, and
with differences in these values from that for
electron impact, 4 E.

Now we discuss the mechanism responsible for
the z,- and incident angle-dependence; the depen-
dence is caused by the decrease in the density of
valence electrons, which will be decreased when
a large amount of secondary electrons are emit-
ted, although the lifetime of such density
decrease should be short. It is known that the
time for relaxation or polarization of valence

Table 1. Energies of A-LVV Auger peaks for various projectiles for
incident angle of 4°, with energetical values at 90° and 0" for Ar'?* impact
estimated from Fig. 1, and with differences in the values from that for

electron impact, AE .

E. (eV) Estimated E, (eV) AE (eV)
z
l p=4  8=90° 6=0  6=4 =90 =0
e~ 63.9
Ne+ 63.6 0.3
Ar'?t 62.8 63.7 62.7 1.1 0.2 1.2
Xe®* 60.9 3.0
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electrons is very short (of the order of plasmon
lifetime, nearly 107'¢ s). It should be noted that
the lifetime of the decrease in the density of
valence electrons will be longer than that of
plasmon damping; the time of real transportation
of electron-holes from the surface region is con-
cerned, not the time for porlalization of valence
electrons.

Energies of AI-LVV Auger electrons are given
by

E=Fy(L)—Es(V\)—FEg(Vy)—C+R, (1)

where FEy(v) is the binding energy of L or valence
electrons, C is the correlation energy of local
two electron-holes in an outer shell of the Al
lattice atom concerned, and R is the relaxation
energy. It is known that, when there are
electron-holes in localized outer shells of the
atom concerned together with an inner hole, E is
decreased; energies of satellite lines of Auger
electrons are usually lower than that of a diago-
nal one. The number of holes in the localized
outer shell is an important factor to the decrease
in £. However in the case of delocalized outer
shells, a density of holes around the lattice atom
concerned is important. F3(L) and Ex(V) are
increased, and R is decreased with the increase
of the density of valence electron-holes. After all,
E will be decreased with increasing density of
the electrons-holes as seen in the usual satellite
lines. The density of electron-holes is increased

proportionally with the yields of secondary elec-
trons, that is, £ will be decreased as yields of
secondary electrons become high. This is the
qualitative explanation for the z -dependence of
E.

Next we discuss the incident-angle dependence
of .

For very low angle incidence, the length of the
region in which electron-holes are produced
becomes very large. Thus the components of
velocities of the electron-holes effective to the
migration of them from the region are those
perpendicular to the long axis of the region. On
the other hand, for normal incidence, three com-
ponents are all effective. Therefore the lifetime
of the electron holes for small angle incidence
7(g) becomes longer than that for normal angle
incidence, z(#n). Accordingly the decrease in E
for normal incidence will be less pronounced
than that for glancing angle incidence. As the
incident angle becomes very low, the lifetime of
the electron-holes will become long and nearly
7(g); that is, saturation will occur. This is the
explanation for the incident-angle dependence of
E.

Reference
1) A.Koyama, H. Ishikawa, and Y. Sasa: RIKEN Accel.
Prog. Rep., 21, 89 (1987); A. Koyama, H. Ishikawa,
and Y. Sasa: Nucl. Instrum. Methods B, 33, 308 (1988).
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I11-2-22. Excitation of Convoy-Like Electrons by Glancing-Angle Incident
Heavy-lon Impact

A. Koyama, H. Ishikawa, and Y. Sasa

We measured energy spectra of the electrons
emitted from a thick Al target for the impact of
glancing-angle incident fast heavy ions, N?*,
N7+, Ar*", and Ar'?*, with energy correspond-
ing to 1.27 MeV/amu at detection angles from 1°
to 30° with respect to the incident beam direction.

The experimental setup is the same as de-
scribed in a previous report.’ The energy ana-
lyzer used is an angle resolved one with angle
resolution of 1°. Targets are made by in-situ
vacuum evaporation of Al on Mo or Si substrates
with flatness better than 1 #m ups and downs per
1 mm length.

Figure 1 shows the energy spectrum of the
electrons excited by N?* incident at an angle of
0.5" and detected at an angle of 1.5 from the
surface of the target, For reference the energy
spectrum is also shown of usual convoy electrons

N2+t —Al O 05
Bemi 1.5

E-N(E)

N7*—C-Foil

E-N(E)

L | \ L I \ L L
0 200 400 600 800 1000 1200 1400 1600
Electron Energy (eV)

Fig. 1. Energy spectrum of the electrons from Al in-
duced by glancing angle incident N2* ions, for an inci-
dent angle 0.5° and an emission angle 1.5° relative to
the surface of the target. For reference a spectrum is
also given below for convoy electrons from a C-foil

induced by N7+ ions. Energies of projectiles correspond
to 1.27 MeV/amu.

N2z+t—Al
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Fig. 2. Energy spectra of the electrons from Al for
various emission angles induced by N?* ions with an
incident angle of 0.5°. Each angle is given with respect
to the surface of the target.

excited from a C foil for the penetration of N7*.
It is seen that the peak for convoy-like electrons
is also very sharp and the energy of the peak is
close to that of convoy electrons. Figure 2 shows
the energy spectra of electrons induced by 0.5
incident N?* and detected at various emission
angles relative to the beam direction. It is seen
that the energy and the width of the peak
increase with the emission angle in the angular
range shown here (angle is given relative to the
beam direction). Figure 3 shows the scattering-
angle dependence of the peak energy for various
incident angles; (a) for N2*, (b) for N7*, (c) for
Ar*, and (d) for Ar!?*. It is seen that peak
energies are given by a function of the scattering
angle relative to the beam direction; the peak
energy has the same value, only if the scattering
angle relative to the beam direction is the same
and even if the incident angle or the emission
angle relative to the surface of the target is
different. For small scattering angles, the peak
energies are higher than that expected from
usual convoy electrons (the expected value is 692
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Fig. 3. Emission-angle dependence of peak energies of
the electrons induced by projectiles with different inci-
dent angles. Incident angles are given with respect to
the surface of the target, and emission angles are given
with respect to the beam direction.

eV in the present case, and is indicated by the
line in Fig. 3). The peak energies are highest at
about 5% 750 eV for N?* or N7*, and 800 eV for
Ar** or Ar'** ions. They begin to decrease at
angles higher than 5°, and become lower than 692
eV at about 13° for N ions, and at about 20° for
Ar ions. It should be noted that the scattering-
angle dependence of these peak energies is
almost the same for N?* and N7+, or for Ar** and
Ar'?* that is, the peak energies are not depen-
dent on projectiles’ charge, but dependent only
on atomic number z,. This charge independence
must be due to the fact that the peak energies are
determined only by close collisions, or that they
are determined mainly after projectile’s charge
equilibration.

[t is known that for gas targets such an energy
increase has not been observed for convoy elec-
trons excited to the direction slightly different
from the beam direction. Therefore the promi-
nent energy increase observed here may be due
to some kind of solid effect. It may be related to
the dynamic surface potential induced by glanc-
ing angle incidence of fast high charge projec-
tiles.

Reference
1) A. Koyama, Y. Sasa, and M. Uda;: RIKEN Accel.
Prog. Rep., 18, 86 (1984).
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®INi Mdssbauer Studies of Heusler Alloys

T. Okada, Y. Kobayashi, M. Katada, H. Sano, M. Iwamoto, and F. Ambe

In spite of many experimentally undesirable
nuclear properties, ' Ni can be a powerful probe
in solid-state physics and radiochemistry as a
sole Mossbauer nuclide other than *"Fe in the
iron-group transition elements. About twenty
years ago,we made the first 5'Ni Mdossbauer
study of the hyperfine magnetic fields on various
Ni-containing oxides with a spinel structure.
This paper reports °'Ni Mosshauer measure-
ments we started recently on Heusler alloys to
elucidate the physical and chemical state of the
Ni atoms in these alloys.

A source nuclide %'Cu(—°'Ni) was produced
by nuclear reactions, **Ni(«, p)**Cu and
¥Ni(e, n)®'Zn—°5Cu. A thin Ni-V(84-16 at?%)
alloy plate (18 mmXx18 mmX1 mm) covered
with 80 um Al foil was irradiated for 2 h with
25.5 MeV a-particles from the cyclotron, and
was used as a source without annealing. The
experimental procedure of the ¢ Ni Mdossbauer
measurements was reported previously.? Figure
1 shows the decay scheme of ¢*Ni. The energy of
the °'Ni Mossbauer y ray is 67.5 keV. It is
nessesary to maintain both a source and an

absorber at low temperatures because the Moss-

bauer transition energy is high and the Debye-
Waller factors are low. A cryostat, Model HD-

700 (Ranger Inc.), was used after slight improve-
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Fig. 1. Decay scheme of 5'Ni.

ment for cooling both source and absorber down
to liquid-helium and -nitrogen temperatures.

Heusler alloys are a class of concentrated,
ferromagnetic ones of a general composition of
A,BC. The structure is designated as L2,, with A
atoms forming a simple cubic matrix and B and
C occupying the alternate body centres in the
cubic structure.
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Fig. 2. °®'Ni Mossbauer spectrum of Ru,NiSn at
liquid-nitrogen temperature. The isomer shift is
given relative to the Ni metal. The curve is the
result of fitting single Lorentzian.

In Fig. 2 is shown the **Ni Mossbauer spectrum
of Ru,NiSn above the Curie temperature. This
is a case of non-magnetic Ni in the matrix.
A typical group of this class of alloys (e.g.
Ni,MnSn) is known to have magnetic moments
localized on the Ni and Mn atoms at the A and B
sites. In such a system of Ni,MnC (C is a typical
element of the group Il to V in the periodic
table), the magnetic moment and the electronic
state of the Ni atoms have not been sufficiently
elucidated yet. We are studying the physical and
chemical properties of the Ni atoms in the sys-
tem Ni,MnGe utilyzing the hyperfine magnetic
field and the isomer shift from the ®Ni Moss-
bauer spectra.

Reference
1) H. Sekizawa, T. Okada, S. Okamoto, and F. Ambe: /.
Phys., 32, C1-326 (1971).
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*Fe Mossbauer Study on Superconductor Oxides

T. Okada, K. Asai, N. Sakai, Y. Sasa, and T. Yamadaya*

In spite of a great deal of endeavor of many
groups worldwide, the origin of Cooper pairing
in high-7. oxide superconductors still remains
unelucidated. A YBa,Cu;O,_, oxide, which is
so-called a 1-2-3 compound, has a superconduct-
ing critical temperature well above 90 K and so
much effort has been devoted to the studies on its
chemical and physical properties. Metallic
dopants directed at Cu sites in this Cu oxide
superconductor are known to systematically
alter crystalographic, magnetic, and supercon-
ducting properties. To understand these changes,
it is crucial to establish the site occupancy and
oxygen stoichiometry of the doped materials.
Although some microscopic studies on the elec-
tronic structures of this material by using hyper-
fine techniques have been reported by several
groups including us,'™® interpretations and con-
clusions of the experimental results are slightly
different among the groups. In this paper, we
report the °"Fe Mdossbauer study on the crystal-
lets YBa, Cu;_, Fe, O,_, (x=0.03) aligned along
the ¢ axis by applying a magnetic field. M&ss-
bauer spectra were taken at room temperature
with a conventional driving system, and ana-
lyzed with a FACOM780.

The preparation of YBa,Cu;_,Fe,O;_, oxides
was described in a previous report.? These
oxides obtained with dopant concentrations from
x=0.03 up to x=0.3 were found to be of a single
phase from X-ray diffraction analysis. We try to
elucidate the possible site configulation by estab-
lishing for the first time the sign, spatial orienta-
tion, and asymmetry parameter 7= (V. — V,,)/
V.. of the electric-field-gradient (EFG) tensor. In
Mdssbauer measurements on single crystals, the
ratio of the integrated area in a quadrupole
doublet is no longer unity as it is in polycrystal-
line specimens. This ratio /~-/I* changes with
the angle 4 as in Eq. 1 when V., <0 and =0,

I~/ I*=3 (1+cos?8)/(2+3 sin?8) (1)

where /- and /% are the integrated areas in the
low and high energy, respectively, and 6 is the

* Faculty of Literature and Science, Yokohama City
University.

angle between the y-ray direction and the princi-
pal axis of EFG. The measurements on single
crystal are desired to clarify the site configura-
tions of the Fe ions in the YBa,Cus;_.Fe O,_,
system. However, there are no single crystals
available containing enriched °Fe ions. The
measurement was made possible by use of ori-
ented crystallites with y ray transmitted at vari-
ous tilt angles (&) relative to the aligned axis (¢
axis). The orientation of YBa,CusO,_, crystal-
lites along the ¢ axis using the magnetic field
was demonstrated by Farrell, et a/.? using the
same procedure, we have now oriented the
YBa,Cu,g;Feg0307-, crystallites and confirmed
that they are orieted along the ¢ axis by means
of an X-ray diffraction measurement.

The two X-ray diffraction patterns of
YBa,Cusg;Feg030,_, oxides are shown in Fig. 1.
The patterns (A) and (B) were measured on the
samples unoriented and oriented along ¢ axis by
applying a magnetic field of 20 kOe, respectively.
These patterns were analyzed by utilizing Sasa’s
method® in order to obtain the orientation degree
h of crystallites. From the pattern (B) in Fig. 1,
it is clear that the crystallites are oriented along
¢ axis, and the % is obtained to be 4.0X107%. It

5 k

”at random”
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o
E 0
o 10 K 006
© (005) (008)

(003) 7oriented”

(110)
0
20 30 40
20 (degree)
Fig. 1. X-ray powder patterns of YBa,Cuye,-

Feg050;-, unoriented (A) and oriented by applying
the magnetic field of 20 kOe (B).
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Fig. 2. *Fe Mossbauer spectra of the oriented
YBA,Cu,,,Fey0;0;_, measured at room tempera-
ture with various tilt angles ¢.

means that the sample aligned by applying the
magnetic field are almost oriented. Figure 2
shows typical Mossbauer spectra of the oriented
YBa,Cu,q,Fee:0,-, crystallites with various
angles ¢ between the y-ray direction and the ¢
axis. The spectra of the samples comprise at
least four different doublets, a, b, ¢, and d, with
quadrupole splittings of 2.0, 1.6, 1.3, and 0.5
mm/s, respectively. The observed intensity
asymmetries /- / I+ at the four sites as a func-

Area ratio

o 30 60 giro

® (de g r e e )

Fig. 3. Observed intensity asymmetries /- / I* at
the four sites as a function of the tilt angles ¢. The
upper solid line is obtained from Eq. 1 when 6=¢
and V,,<0. The lower one is the reversed value of
Eq. 1 when §=¢ and V,.>0.

tion of the tilt angles are shown in Fig. 3. The
values of I~/ I* at the a, b, and c sites are nearly
on the upper solid line when §=¢ and V,.<0.
The values of I~ / I* at the d sites are on the
lower one when §=¢ and V,,>0.

These results are being subjected to discussion.
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[11-2-25. Motion of Kr-Bubbles in Krypton-Implanted Aluminum

H. Yamaguchi,* I. Hashimoto,* E. Yagi, and M. Iwaki

The random motion of some kinds of inert gas
bubbles during isothermal annealing has been
observed by several investegators. Willertz and
Shewmon studied the motion of the He gas bub-
bles in Au and Cu foils by measuring the rate of
out-diffusion of the bubbles from the foil surface
and a change in distance between them during
isothermal annealing, and demonstrated that the
diffusion rate of the He bubbles in both foils is
smaller than that predicted by a surface diffusion
model.” The Brownian motion of He bubbles in
V during isothermal annealing at 1,223 K was
investigated by iu-situ hot stage transmission
electron microscopy (TEM) by Tyler and Good-
hew, who concluded that the growth of the bub-
bles is due to their migration and coalescence.?
On the basis of these results, the kinetics of
motion is explained in terms of either surface
diffusion or ledge nucleation at faceted surfaces,
thus suggesting that the migration mechanism of
inert gas bubbles seems to be dependent on the
materials. In the present study, we investigated
which mechanism controls the random motion of
Kr bubbles in Al during annealing.

Aluminum foils of about 130 xm in thickness
prepared from an ingot of 99.99% purity by
rolling were used to prepare single crystals by
strain annealing. Thin foil specimens suitable for
TEM were prepared by chemical-and electro-
lytical-polishing. Kr implantation into the speci-
mens was carried out with 50 keV Kr* ions in a
vacuum of 3X107°% Torr at room temperature to
a fluence of 10**Kr/cm? by using a RIKEN low-
current implanter. In order to specify the posi-
tion of Kr bubbles in TEM observation, Au
particles were deposited after the implantation
as reference points on both top and bottom sur-
faces of each specimen by a vacuum deposition
method.

The specimen was mounted with a Cu mesh
and was observed with an electron microscope
operating at 100 kV. The specimen was then
removed from the specimen holder and annealed
in a vacuum capsule together with the Cu mesh

* Department of Physics, Faculty of Science, Science
University of Tokyo.

at various fixed temperatures in the range from
573 to 633 K for 10 min. The annealed specimen
was observed again to examine the change in
relative position of Kr bubbles. Micrographs
were taken under the same diffraction condition
before and after each annealing using a tilting
and rotating specimen stage. They indicated that
no growth of Kr bubbles took place during the
annealing.

The radii and the centers of about 100 bubbles
selected from a micrograph were determined as
follows. The image contrast of the bubbles
printed on a photographic paper was taken in an
image scanner (EPSON, GT-D3000V) as a func-
tion of the position, and this information was
transferred to a personal computer (PC-9801XL).
The values of the radii and the centers of bubbles
were obtained accurately after making a minor
correction for both magnification and inclination
of the specimen by using either three Au particles
as mentioned above or large bubbles which did
not move during isothermal annealing as refer-
ence points. The displacement of a bubble was
detected by measuring a distance between cen-
ters of the bubble before and after the annealing.
The accuracy in the measurement of the distance
was estimated at 0.7 nm for a bubble of 2 nm in
radius.

Figure 1 shows typical electron micrographs of

Fig.1. Typical electron micrographs of Kr bubbles;
(a) as-implanted and (b) after annealing at 603 K for
10 min.
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Kr bubbles before (a) and after (b) the anneal-
ing at 603 K for 10 min, where white and dark
spots correspond to the bubbles and the reference
points of gold particles, respectively. The density
and the radius of bubbles are estimated at 8X
10'®/cm® and about 2 nm on an average, respec-
tively.

(a) H (b)

s ® 50nm

Fig. 2. Behavior of 114 Kr bubbles indicated by
small open circles in Fig. 1 on annealing at 603 K
for 10 min; (2) the positions of these bubbles before
(o) and after (®) annealing, and (b) the radial
displacement of these bubbles, in which the magni-
tude of displacement is shown by the length of
lines.

Figure 2 (a) demonstrates the displacement of
bubbles before and after annealing. From this
result, the distribution of the displacement of
these bubbles is shown in Fig. 2 (b), in which the
center of each bubble before the annealing is
taken as an origin. The result shows that bubbles
move in all directions during annealing, in
accord with the assumption that bubbles migrate
at random.

The radial moving distance of each bubble, K,
during isothermal annealing for a given time ¢
(Fig. 2(b)) is the distance projected on the hori-
zontal film plane. In such a two-dimensionally
projected distribution, the mean square moving
distance is given by

(R*»=4Dgt (1)

where D, is the diffusion coefficient of bubbles.
From the <R? value observed for each bubble,
Dy is calculated. This method has been used by at
least other three investigators under isothermal
conditions.!™® Figure 3 shows the relation
between Dy and the inverse of annealing temper-
ature 1/7T (indicated by ©), together with the
diffusion coefficient D obtained previously from
the extraction experiment of Kr in Al (indicated
by 2).% It can be seen that InDg versus 1/ T plot
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is approximately on an extrapolated line of that
obtained from the extraction experiment of Kr
atoms.? The activation energy for the motion of
Kr bubbles calculated from the plot in Fig. 3 is
1.50 eV, which coincides with that for self-
diffusion in Al.® As reported previously, in an
as-implanted state of this specimen Kr bubbles
are in a solid phase epitaxially aligned with the
host Al matrix.? The melting point of solid Kr
was estimated at 618 K.® It should be noted that
values of both D and Dy fell on the same line
irrespective of the state of Kr bubbles (solid,
liquid, or gas state) (Fig. 3). If the mechanism of
the motion of bubbles changes abruptly at some
annealing temperature by reflecting the change
in their state, the values of Dz would not be on
the extrapolation line of D versus 1/7 . There-
fore, we believe that the motion of Kr bubbles in
Al is controlled by the volume diffusion of Al
atoms over the whole temperature range. This
means that the Kr bubbles move at random and
reach the surface of the foil specimen to be
released. More detailed descriptions are given in
Ref. 7.
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I11-2-26. Lattice Location Study on Kr Atoms in Aluminium by
Means of a Channelling Method

E. Yagi

It has been known that the heavier inert gases
(Ar, Kr, and Xe) implanted into various fcc
metals precipitate in bubbles into an fcc solid
phase epitaxially with a host matrix.*® The
evolution and the annealing behaviour of such
precipitates (bubbles) have been investigated
mostly by transmission electron microscopy.’~”
In the present study the lattice location of Kr
atoms implanted into Al crystals at room temper-
ature was investigated by means of a channelling
method. The lattice location study in such a fine
scale will give information on the bubble nuclea-
tion in an early stage of implantation.

Aluminium single crystals of 99.999% purity
were chemically and electrolytically polished,
and then annealed in a vacuum of 10~¢ Torr at
823 K for 7 h. Kr* implantation was carried out
at room temperature at 50 keV at a dose rate of
3.2X10"%/cm?-s to two different doses, 410/
cm? and 1X10%/cm?. The channelling angular
scan was made with respect to <100>, <110>,
and <1 1 1> axes by means of backscattering with
a 1.0 MeV He* beam accelerated by a tandem
accelerator. The beam was collimated to give a
divergence of less than 0.076°. The area irradiat-
ed was 0.78 mm? and the beam current was 1-2
nA. In the angular scan, to minimize the irradia-
tion effect by an analysis-beam, the measurement
was started at an incident angle  for the paral-
lel incidence to the channel (¢ =0°). For each
value of 4 backscattering yields were ac-
cumulated up to the irradiation dose of 3 ¢C (the
<100>and <11 0> channels) or 3.3 xC (the <11 1>
channel) for the 4 X 10'*Kr/cm? implantation, and
0.9 £C (the <100> channel) or 1.2 xC (the
<110>, and <111> channels) for the 1x10"Kr/
cm? implantation.

Channelling angular profiles for as-implanted
specimens are shown in Fig. 1. As described in
previous papers,®® these results suggest that the
Kr atoms are distributed over random (R) sites,
substitutional (S) sites, tetrahedral (T) and octa-
hedral (O) sites. The distribution of Kr atoms
over these sites was estimated from the fitting of
calculated angular profiles to the observed ones.
The calculation was performed on a basis of a

r(a) o Al
{100) 110 A1) e Kr
L | i l
1.0~
05+
o
-
w
=
o
H r z.xlOu‘Kr/cm2
EOKIIIII/I,_A,IAII|A1,1II[LIA
g F(b)
(@] L
z
1.0~
051
L bﬂOlSKr/cm2
0 | Lo
-2 0 0o 2

ANGLE (deg)

Fig. 1. Channelling angular profiles of backscatter-
ing yields of He ions from Al and implanted Kr
atoms on the as-implanted specimens for (a) 4 X 10
Kr/ecm? and 1Xx10°Kr/cm? implantations. The dot-
ted curves are calculated ones for the distribution
with (a) 30% of Kr atoms at R-sites, 409 at S-sites,
10% at T-sites and 20% at O-sites, and (b) 57% of Kr
atoms at R-sites, 239 at S-sites, 3% at T-sites and
17% at O-sites.

multi-string model.

The observed profiles were well fitted with
calculated ones for a distribution with 30-329% of
the Kr atoms at R-sites, 40-429; at S-sites, 8-10%
at T-sites and 18-20% at O-sites for the 4x 10"
Kr/cm? implantation, and with 55-57% at R-
sites, 23-25% at S-sites, 3-5% at T-sites and
15-179% at O-sites for the 1x10"Kr/cm? im-
plantation. Examples of calculated profiles are
indicated by the dotted curves in Fig. 1.

The variation of the distribution with im-
plantation dose is shown in Fig. 2(a) together
with the previous result for the 1Xx10*Kr/cm?
implantation, for which Kr atoms precipitate in
bubbles into a solid phase (solid bubbles).” The
number density of the Kr atoms located at vari-
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Fig. 2. Dose dependence of the distribution of Kr
atoms. (a) The fraction of Kr atoms located at
various kinds of sites, and (b) the number density of
Kr atoms located at various kinds of sites.

ous kinds of sites were estimated by multiplying
the implantation dose by the fraction of occu-
pancy; they are shown in Fig. 2(b).

The irradiation effect on the distribution of Kr
atoms was investigated on the 4Xx10*Kr/cm?
implanted specimen (Fig. 3). After having
obtained the <1 00> and <11 1> angular profiles
shown in Fig. 1(a), measurements were made
again around ¥ =0°, respectively. These results
indicate that the fraction of R-site occupancy
increased (from 31 to 55% in the case of <11 1>
channel) due to the analysis-beam irradiation in
the previous measurement run. Therefore, it is
concluded that the ion irradiation enhances the
fraction of R-site occupancy.

As described in previous papers, the T- and
O-site occupancies are considered to be a result
of strong interaction between Kr atoms and
vacancies introduced during implantation; the Kr
atoms trap multiple vacancies and, accordingly,
are displaced to T- or O-sites to take configura-
tion similar to trivacancy (KrV,) or pentavacan-
cy (KrVe) configuration (Fig. 4).#9 The R-site
occupancy is considered to represent the Kr
atoms in precipitates.

The dose dependence of the distribution of Kr
atoms shown in Fig. 2 is considered to represent
the evolution of Kr precipitates (Kr bubbles)
under implantation at room temperature. As seen
from Fig. 2(b), with increasing dose from 4 X< 10
Kr/cm?to 1X10'*/cm?, the number density of the
T-site occupancy remained approximately un-

NORMALIZED YIELD

F AxlOMI&r/cm2

P SV UV SN S
o-202 -2 0 2

ANGLE (deg)

Fig. 3. Effect of ion irradiation on the distribution of
Kr atoms in the 4 X 10**Kr/cm? implanted specimen.
(a) Just after having obtained the <10 0> angular
profile (O, ®) shown in Fig. 1(a), measurements
were made again for ¥»=~0. The results are indicat-
ed by triangular symbols (&, &). (b) <111> angu-
lar profiles obtained one year after the measure-
ments of the <11 1> angular profiles shown in Fig.
1(a), and around specimen area which had been
already analyzed. During one year the specimen had
been kept in air at room temperature. Full curves
and dotted curves were drawn only to guide the eye.

(@) (b)

Fig. 4. Proposed vacancy-cluster configurations for
(a) a trivacancy and (b) a pentavacancy.!” The open
squares and closed circles represent vacancies and
interstitial atoms, respectively. (The interstitial
atom in a pentavacancy is displaced slightly from
an O-site.) The closed circles may be considered to
represent Kr atoms in the present case.

changed, whereas that of the O-site occupancy
became about 2.5 times larger. This behaviour
suggests that the Kr-vacancy complexes like
KrV, (T-site occupancy) trap still more
vacancies introduced under implantation and
grow to larger one like KrV, (O-site occupancy).
As to the S- and R-site occupancies, the number
density of the S-site occupancy increased only by
a factor of 1.5, while that of the R-site occu-
pancy (Kr atoms in precipitates) increased more
rapidly. As described above, irradiation en-
hances the fraction of the R-site occupancy, i.e.,
radiation-enhanced or radiation-induced precipi-
tation. As Kr atoms can move only when they are
assisted by mobile vacancies, the implantation-
introduced vacancies enhances diffusion of Kr
atoms.
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From these results it is considered that in the
early stage of implantation small Kr-vacancy
complexes such as KrV, and KrV; are formed
and act as trapping centres for Kr atoms and
vacancies. When the implantation is continued,
most of the implanted Kr atoms migrate to be
trapped by the Kr-vacancy complexes or already
existing small precipitates, and the precipitation
proceeds; the Kr-vacancy complexes act as nu-
cleation centres for Kr precipitates. More
detailed descriptions are given in Ref. 11.
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I11-2-27. Evaluation of Crystalline Quality and Irradiation Effects
of a Bi-Sr-Ca-Cu-O System High Transition Temperature
Superconductor by Rutherford Backscattering Spectroscopy

T. Kobayashi, S. Takekawa,* M. Iwaki, H. Sakairi, and M. Aono

The Bi-Sr-Ca-Cu-O system is an attractive
superconductor because it is synthesized without
any rare earth and virulence elements and
BiSrCaCu,0, samples were found to have the
transition temperature 7. as high as 105 K. It
endures moreover the environmental water.
Recently a single crystal of the above system,
large enough for physical analyses, become
available, which is prepared by a floating zone
(FZ) method using infrared heating at the
National Institute for Research in Inorganic
Materials.

In this paper, Rutherford backscattering
spectroscopy (RBS) was applied to this single
crystal to study the structural quality by using
the sensitivity of RBS to lattice imperfections.
The effects of ion bombardment on the structure
were also examined by using RBS probe ion
itself during the RBS measurement.

The approximate dimensions of a specimen
crystal are 5 mm in length, 2 mm in width
and 0.03 mm in thickness. Electron probe X-ray
analysis determined the composition as
Bi,,Sr,5Ca;0Cu,,0,. X-ray diffraction analysis
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Fig. 1. RBS spectrum of a single crystal of the Bi-Sr-
Ca-Cu-O system high 7. superconductor measured
with a 1.5 MeV *He* beam in the c¢-axis after 3.30X
10'% He/cm? irradiation.

* National Institute for Research in Inorganic Materials

revealed that the largest face of the specimen is
parallel to the c¢-plane. An electric resistance
measurement gave the 7. value of 91 K. RBS
experiments were carried out with a ‘He* beam
accelerated to 1.5 MeV with a Cockecroft-
Walton-type tandem accelerator (Tandetron)
and collimated to 0.065 in divergence. The
diameter of the beam spot on the specimen sur-
face was 1.0 mm, when the current intensity was
0.7 nA and the flux density was 5.6X10" He/
cm?+ss. The energy of backscattered ‘He parti-
cles was analyzed with a surface barrier solid-
state detector placed at a scattering angle of 150°
at a detecting solid angle of 0.03 sr and with the
energy resolution of the detector of 20 keV. The
specimen temperature was ambient during RBS
experiments.

The RBS spectrum of a Bi,,Sri:Ca,oCu,Oy
crystal, as shown in Fig. 1, was obtained with
1.5MeV “He* ions incident parallel to the c¢-axis
after 3.30x 10" He/cm? irradiation. Respective
energy positions of ‘He ions backscattered by
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Fig. 2. Angular dependence of the intensity of *‘He
particles scattered from bismuth atoms in single crystal
of the Bi-Sr-Ca-Cu-O system high 7t superconductor.
The dependence was measured by changing the direc-
tion of an incident *He* beam around the ¢- axis. Solid
circles, solid squares, solid triangles, open circles and
open squares represent first, second, third, fourth, and
fifth channeling angular scan, respectively.
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Bi, Sr, Cu, Ca, and O atoms on the specimen
surface were indicated with lines on the spec-
trum. A clear rise of the spectrum at the surface
was observed only by Bi, which has a larger
Rutherford scattering cross section (18.33 barn/
sr) than those of Sr(3.81), Cu(2.21), Ca(1.04),
and 0(0.15) .

In Fig. 2 was shown the channeling dip in
backscattered ‘He yields, that is, the variation
in the yield with the change in the beam incident
angle around the c-axis direction. In this experi-
ment only *He ions in a “WINDOW” (shown in
Fig.1) were measured. “WINDOW” was limited
within a spectrum region where only Bi atoms
contribute so that the participation of scattering
by other elements was excluded. The counts of
each point were accumulated for the exposure of
2.4X10" He/cm?.

The axial half angle ;. of the dip is calcu-
lated out to be 0.69°, but the estimation of the
minimum yield xmin is difficult because of its
increase with the fluence of *He. It is also noted
that the specimen was exposed to a dose of
1.26x 10" He/cm? during alignment of the crys-
tal axis before the first dip measurements. So
the initial value of ynin was roughly estimated at

—
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Fig. 3. Plot of Minimum yield xmi» vs. irradiation dose
for the Bi-Sr-Ca-Cu-O system high 7 superconductor.
The solid line is to guide the reader’s eye. The yxmin in
the initial stage of bombardment estimated at 0.10.

0.10 by extrapolation of an experimental rela-
tion of xmin and the fluence as shown in Fig.3.
The results indicate that the Bi,Sr,CaCu,O, crys-
tal has a rather high structural quality in the
initial stage of bombardment. As the fluence of a
He ion beam used for RBS increases, the xmin
increases. We thus conclude that a structure
disorder is produced by ion bombardment in the
Bi-Sr-Ca-Cu-O system high 7. superconductor by
means of the FZ method using infrared heating.
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[11-2-28. RBS Investigation of N-Implanted AIN, Film Deposited on Silicon

K. Kobayashi, S. Namba, T. Fujihana, T. Kobayashi, and M. Iwaki

Recently aluminium nitride (AIN) is of
paticular interest because of its large energy gap,
good thermal conductivity, and stability up to
very high temperature, as well as its chemical
inertness.” We investigated by Rutherford back-
scattering (RBS) measurments the effects of
N-ion implantation on AIN, films deposited by
an activated reactive evaporation (ARE) method.
In a previous report,? we found that the ratio of
Al/N in AIN, film was dependent on the deposi-
tion rate during evaporation by ARE. Two
effects of the N-implantation in AIN, film were
also reported:? (i) N-implantation in AIN, (x<1)
films causes the formation of (002) oriented
AIN, films at room temperature without any
thermal annealing, and (ii) the optical trans-
mittance of the AIN, (x<1) films is improved.

This report, presents the effect of the incident
implantation angle of nitrogen on the composi-
tion of the AIN, films deposited on silicon. Since
the detailed conditions of the deposition of AIN,
film by the ARE method was previously
reported,® key conditions are briefly mentioned
here. AIN, films of 750 nm in thickness were
deposited on Si (111) by means of ARE in a
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Fig. 1. Rutherford backscattering (RBS) spectra for
the AIN,-film-deposited Si (111) before and after
N-implantation at an incident angle of 0°. (a), random
and <111> aligned spectra before N-implantation;
(b), random and <111> aligned spectra after N-
implantation.

nitrogen atmoshere. The base pressure was 2X
107% Torr and the partial pressure of the nitrogen
during deposition was 1x10~* Torr by feeding
N, gas into a chamber. The substrate was water-
cooled and no bias voltage was applied between
the substrate and the evaporation source.

Nitrogen-implantation into the AIN, thin films
was performed to the doses ranging from 5x10°
to 5x 10" N*-jons/cm? at 80 keV at 1X107¢ Torr.
For 80-keV implantation, the average projected
range calculated by a Lindhard, Scharff and
Schiott (LSS) theory was estimated at 180 nm,
which was deeper than the interface. Therefore
the nitrogen implantation was carried out
through the AIN, thin films. The beam density
was approximately 2 uA/cm?, and the tempera-
ture of substrates during ion implantation was
maintained to be ambient. The incident angle of
N*-ions was changed from 0° to 45°.

Figure 1 shows RBS random and <111>
aligned spectra before and after the N-
implantation to a dose of 5X10 N*/cm? the
incident angle was 0°. The marking short lines
indicate the edges of Al, N, and O at the surface
and the edge of Si at the interface.

By comparison of Fig. 1 (a) and Fig. 1 (b), the
position of the maximum yield of implanted
nitrogen is deeper than the interface between the
AIN, film and the Si substrate, as predicted from
the LSS theory. The distribution of the implanted
nitrogen calculated from the difference in the
spectra between pre- and post-implantation is of
a Gaussian-like shape in the Si substrate. The
comparison between aligned and rundom spectra
in Fig. 1 (b) indicates that the Si substrate near
the interface would be amorphized by N-
implantation. Figure 1 (b) indicates that O-atoms
invaded the surface layers of the film after
N-implantation, since there was no yield corre-
sponding to the O atoms in the spectra for a
pristine film. The O atoms invation would occur
by the following process: the O-atoms in the
surface oxide formed by the absorption of con-
taminations and a cosequent segregation induced
by the cascade mixing accompanied with N-
implantation.

Figure 2 shows RBS spectra for the AIN, film
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Fig. 2. Rutherford backscattering (RBS) spectra for
the AIN, film deposited Si (111) after N-ion im-
plantation. (a), random and <111> aligned spectra
after N-implantation at an incident angle of 0°; (b),
random and <111> aligned spectra after N-
implantation at an incident angle of 45°.

deposited Si (111) after N-ion implantation at
two different incident angles. Figure 2 (a) and (b)
show random and <111> aligned spectra after
N-implantation at incident angles of 0° and 45°,
respectively.

By comparison of Fig. 2 (a) and Fig. 2 (b), the
yield of the N atoms implanted at 45° is found to
be smaller than those at 0° at the same doses. The
reduction of the yield would result from the
following two reasons: one is the removing of
extra nitrogen due to nitrogen imping and/or the
other is the scattering (reflection) of incident
nitrogen at the surface. These two effects of the
removing and scattering of incident atoms by

implantation would be dependent on the incident
angles.

In comparison with two <1 11> aligned spectra
shown in Fig. 2 (a) and (b) in Fig. 2, the shaded
peak, which corresponds to the damage of the
silicon substrate, was shifted toward the surface
with increasing the incident angle from 0° to 45°.
This indicates that the amorphous layer near the
interface induced by N-implantation at 45° was
shallower than those at 0°.

During the investigation of the effects of the
incident angles of N-implantation near room
temperature on the AIN grain growth by means
of X-ray diffraction (XRD), we also obtained the
following results.”

(1) The grain growth of AIN took place, even
when the incident angles of nitrogen ions were
tilted from 0° to 45°.

(2) The c-axis of the grown AIN grains was
normal to the substrate plane, when the incident
angles of nitrogen ions were tilted from (° to 45°.

Futher investigations will be needed for
controling the composition and structure of AIN,
by N-implantation. '
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[11-2-29. RBS Investigation of N-Implanted Iron

T. Fuyjihana, Y. Okabe, and M. Iwaki

Over the last decate, N-ion implantation into
Fe and steels has been employed in fundamental
studies on surface layer modification. In particu-
lar, the N-concentration profile as a function of
depth is one of the most important subjects for
the research on implanted layers, and has been
investigated by means of secondary ion mass
spectroscopy (SIMS),” Auger electron spectros-
copy (AES),? and so on. However, these analyses
are accompanied with ion beam sputtering which
holds possiblility that selective sputtering, cas-
cade mixing, efc. would take place, and the
sputtering ratio may differ between matrix and
implanted layers due to new compound forma-
tion by ion implantation. It is important to com-
pare the results of these analyses with those of
Rutherford backscattering (RBS) measurement
which have no such effects of sputtering.

The present report describes the preliminary
results of RBS measurements on the surface
compositions of N-implanted Fe-surface layers.

The ion implantation of **N* into Fe plates of
1 mm in thickness with a purity of 99.9% was
performed with doses ranging from 1X10'" to 1X
10'%ons/cm? at 100 keV at 20°C. The ion beam
current density was approximately 1.0 gA/cm?.
In order to investigate temperature dependence,
substrate temperature during implantation with
a dose of 5X10'ions/cm? was kept at —40, 20,
100, or 200°C by cooling substrate holders with
liquid nitrogen or water, or warming them up
with a heater. These temperatures were monitor-
ed with a pair of alumel-chromel thermocouple
fixed on the substrate holders. The pressure in a
process chamber during implantation was
approximately 1.5X107%Pa.

The RBS measurement was carried out by
using 1.5 MeV “He* ions with a fluence of 3 xC
to estimate the compositions of N-implanted
Fe-surface layers. Backscattered particles were
detected at an angle of 150 degrees and analyzed
with a solid state detector and conventional
electronics. The specimens were mounted on a
goniometer in a target chamber, where the pres-
sure was below 5X1074Pa.

Figure 1 shows the RBS spectra for the speci-
mens unimplanted and N-implanted with a dose
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Fig. 1. RBS spectra for unimplanted and N-
implanted Fe with a dose of 5% 10"7ions/cm? at 20°C.

of 5X10"ions/cm? at 20°C. The leading edge of
the Fe surface is at the channel number 574
(located at half-height) and the energy edge of
implanted N atoms at the Fe-surface at channel
number 250. Comparison of the spectra obtained
with the unimplanted specimen and with the
N-implanted specimen indicates that the increase
in the RBS vyield induced by implanted N-atoms
can hardly be observed, but the N-depth profile
can be expected from the decrease in the yield of
the Fe-atoms owing to implanted N atoms.
Figure 2 shows the relationship between tenta-
tive N concentrations and backscattering energy
as a function of N dose for 20°C implantation.
The tentative N concentrations are defined by
the ratio of decreasing yields in the N-implanted
Fe-surface layers (1-Fe,/Fe,), which are calcu-
lated from RBS spectra, e.g., as shown in Fig. 1.
Here Fe, and Fe, are the yields for Fe-atoms of
the implanted and of the unimplanted specimens,
respectively, at the same backscattering energy.
The N doses for (a), (b), (c), and (d) in Fig. 2 are
1X10'7, 2.5% 10", 5x10', and 1X10*®ions/cm?,
respectively. The profiles of tentative N concen-
trations below the dose of 2.5X10"ions/cm? are
similar to those of the implanted N atoms
predicted by the LSS theory,® indicating the
Gaussian distribution. When implanted at the
dose of 5X%10"ions/cm?, the specimen shows its
maximum N concentration slightly lower than
the theoretical value, though the profile shows a
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Fig. 2. Profiles of the tentative N concentrations for
implanted Fe at 20°C with various doses. (a), 1 X 10'7;
(b), 2.5X10'7; (c), 5X10'; (d) 1Xx10%ions/cm?. Fe,
and Fe, are the yields for Fe-atoms of the implanted
and unimplanted specimens, respectively.

Gaussian distribution. Comparison of (c) and (d)
indicates that the maximum N concentration at
1Xx10"%ons/cm? does not exceed the one at 5 X
10"ions/cm?, and implanted N atoms migrate
towards the Fe surface. The saturation of N-
concentration in Fe during implantation, the
maximum of which is approximately 30 at%,
was previously obtained by our AES measure-
ments.? The saturation phenomena like this are
also reported for the N implantation into Al®
Ti,? and Cr,? and in each case the maximum N
concentration is approximately 50 at%. If no
migration of N atoms occur and the N distribu-
tion is caused due to sputtering during implanta-
tion, the maximum N concentration in Fe would
be almost identical to the one in Cr because the
mass, atomic number, and density of Fe are
nearly the same as those of Cr. These results
indicate that the migration of N atoms causes the
change of N distribution from a Gaussian type to
an error-functional type in accordance with the
increase in N dose.

Figure 3 shows the profiles of the tentative N
concentration for N-implanted specimens at a
dose of 5X 10ions/cm? as a function of substrate
temperature during implantation. The substrate
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[Fig. 3. Profiles of the tentative N concentrations for
implanted at a dose of 5X10'7ions/cm? with various
substrate temperatures during implantation. Fe; and
Fe, are the yields for the implanted and unimplant-
ed specimens, respectively.

temperatures during implantation are indicated
in the figure. The Gaussian-distribution is ob-
served for the implantation below 100°C. The
profile for 200°C implantation is quite different
from others and shows an error-functional distri-
bution. The result suggests that the migration
of N atoms is enhanced in the implantation at
200°C, as shown for the specimen with a dose of
1X10'® jons/cm? in Fig. 2.

From these results, we conclude that in the
high-dose N-implantation into Fe, the migration
of N-atoms occurs towards the Fe-surface even
during 20°C implantation and is enhanced at
higher temperatures, and consequently, the depth
profile of the implanted N atoms has an error-
functional distribution.
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[11-2-30. Hydrogen Trapping by Solute Atoms in Nb-Mo Alloys
as Observed by a Channelling Method

E. Yagi, T. Kobayashi, and T. Matsumoto*

The enhancement of the terminal solubility for
hydrogen (TSH) in group V. metals (V, Nb, and
Ta) on alloying with metal solute atoms has been
reported for various alloying elements."? For the
mechanism of this enhancement a trapping
model has been proposed.!”® On the other hand,
it has also been reported that no evidence for
trapping was observed,* and it has been suggest-
ed that the enhancement is explained only on the
basis of the concept of macroscopic
thermodynamics.” To elucidate the mechanism
of this enhancement, the lattice location of
hydrogen has been investigated by a channelling
method using a nuclear reaction ‘H(*!B, ) aa,*™®
on the Nb alloys containing undersized Mo
atoms.”

In a previous study on Nb-3at%Mo alloys the
following conclusion was deduced.” In a Nb-
Jat%Mo-2at%H alloy all hydrogen atoms are
trapped by Mo atoms at room temperature and
located at sites displaced from tetrahedral (T)
sites by about 0.6A towards the Mo atoms
(trapped sites). In a Nb-3at%-5at%H alloy some
fraction of hydrogen atoms are located at the
trapped sites and the rest are at T-sites at room
temperature, while at 373 K they are detrapped
and enter T-sites. These results give direct evi-
dence for the existence of attractive interaction
between substitutional solute atoms and hydro-
gen in Nb-3at%Mo alloys and strongly support
the trapping model for the enhancement of the
TSH in Nb by alloying with Mo atoms in the low
concentration region of Mo solute atoms.

In the present study, experiments were
extended to the alloy containing higher concen-
tration of Mo atoms (~10at%). The experiments
were performed at room temperature with a 2.03
MeV 'B2* beam on a Nb-10at%Mo-6at%H alloy,
and channelling angular profiles of backscatter-
ed "B and emitted « particles were obtained for
<100>, <110>and {100} channels. The results
are shown in Fig. 1.

These a-angular profiles are very similar to
those for the Nb-3at%-5at%H alloy. For exam-
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Fig. 1. Channelling angular profiles of a particle
and backscattered ''B yields obtained at room tem-
perature for Nb-10at%Mo-6at%H alloy. The full
curves and the dashed curves were drawn to guide
the eye.

ple, for the <110> channel small subpeaks were
observed at 0°, —0.35°, and —0.6" in both alloys.
These results indicate that some fraction of
hydrogen atoms are located at trapped sites and
the rest are at T-sites, because the subpeaks at 0°
and —0.35 are attributed to the T-site
occupancy,'® and at —0.6° to the trapped site
occupancy.” The trapping efficiency, f, the num-
ber of H atoms trapped by one Mo atom, was
roughly estimated at 0.67-1.0 for the Nb-3at%
Mo-5at%H alloy,” and at 0.25-0.35 for the
Nb-10at%Mo-6at%H alloy. The decrease in the
trapping efficiency with increasing Mo concen-
tration is considered to be a result that the effect
of strain due to undersized Mo atoms does not
become strongly localized with increasing Mo
concentration. Experiments on more concen-
trated alloys are in progress.
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Radiation Damage in lon-Implanted CaF. Observed by Channeling

K. Aono, M. Iwaki, and S. Namba

In our previous reports,? we have presented
the results on the radiation damage and depth
profiles of Eu in Eu-implanted CaF, investigated
by an RBS-channeling method using the TAN-
DETRON. These results indicate that the 100
keV Eu-implantation does not produce severe
radiation damage. In the ion implantation into
CaF, studied with various ions (Cr*, Fe*, Cu*,
and Eu*), we found that the color of lumines-
cence emitted from CaF, during ion-implantation
varies as a function of the implantation-dose. In
addition, the originally colorless and transparent
properties of CaF, wafers did not change even
after a considerable ion implantation to a dose of
10'% jons/cm?; these phenomena may be caused
by the alternations in ion-states depending on the
dose.

In the present study, the radiation damage of
Cr-implanted CaF, was investigated by the same
method as that used in the Eu implantation.
Chromium, iron, copper, and europium ions of
100 keV were implanted into colorless and trans-
parent single crystalline CaF, wafers with doses
of 10'-10'%/cm®. The channeling measurement
was carried out by using 1.5 MeV He*, and
backscattered particles were detected at an
angle of 150°. With Eu, the heaviest of these ions,
the color of luminescence emitted from CakF,
during Eu-implantation changed sensitively with
dose. It is known that in the early stage of ion
implantation, both ionic states of Eu** and Eu®*
are dominant and at the high dose implantation
Eu?* is dominant.? The <1 1 1> channeling mea-
surements show that there is a little difference in
the minimum yield of the backscattering between
fluences of 10** and 10'¢/cm? These results can
be explained in terms of the stability of the ionic
states in the CaF, matrix. As the stress in the
implanted layers becomes high with increasing
dose, the Eu®* state will be more stable than the
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Fig.l. Random (@) and <1 11> aligned (O) spectra
obtained for Cr-implanted CaF, with 1x10'® Cr/cm?,
and <111> aligned spectra for CaF, implanted with
1x10' Cr/cm? (a), 1X10" Cr/cm? (&), and 1X10'®
Cr/ecm? (x).

Eu?* state, the ionic radius of which (1.12 A) is
larger than that of the former (0.98 A). How-
ever, in the case of Cr that is the lightest ion in
the above-mentioned ions, the change in color of
the luminescence as a function of the
implantation-dose was not so significant as was
the case of Eu, and the channeling measurement
shows a difference in the minimum yield between
fluences of 10" and 10'¢/cm?, as shown in Fig.1.
Since the ionic radius of Cr ion is smaller than
that of Ca?*(0.99 A), the stress of compression in
the Cr-implanted layers may increase slowly
with increasing Cr-dose. Further investigations
are needed for more accurate explanation of
these phenomena.
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I11-2-32.  PIXE-Channeling Analysis of Ga in the Ge Epitaxial Layer
on a Si Substrate

K. Tanaka and E. Yagi

RBS-channeling is an effective tool for inves-
tigating lattice location of impurity atoms; how-
ever, detection of a light element in a heavy
matrix is difficult by RBS. Thus, the application
of RBS-channeling has been limited to the analy-
sis of a heavy element in a light matrix. On the
other hand, PIXE can be applied to the analysis
of elements in any combinations of hosts and
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Fig. 1. Energy spectra of X rays and backscattered
protons for a Ga-doped Ge layer on a Si substrate.
(A) PIXE spectrum with polyester film of 1 mm in
thickness; (B) RBS spectrum.

impurities, and the impact parameter of K-shell
excitation which is in the order of 1072 A is
smaller than the Thomas-Fermi screening
radius."? In the present study, therefore, we used
the PIXE-channeling method together with an
RBS-channeling method to investigate the lattice
location of Ga atoms doped in the Ge epitaxial
layer on a Si(1 0 0) substrate.

Ge layers were grown on a Si(1 0 0) substrate
by using a molecular beam epitaxy method and
by a two-step procedure in order to reduce the
lattice mismatch between Ge and Si.¥ In this
work the growth temperature of the first layer
was kept at 300°C and that of the second layer at
550°C. The thickness of the first layer was
2,000 A and that of the second layer was 7,000 A.
Ga was evaporated simultaneously with the sec-
ond Ge layer growth so that the Ga atoms were
distributed homogeneously in the depth of
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Fig. 2. Channeling angular profiles of protons (O), Ge
X-rays (®) and Ga X-rays (~) vields for a Ga-
doped Ge layer on a Si substrate.

Table 1. Values of ¢,,,- and ymin- for backscattered protons, Ge Ka X-rays and Ga Ka X-rays through the

100> <1105, and <111> axes.

Ga X-ray Ge X-ray B.S. B.S. B.S.
(Ka) (Ka) (Whole Ge layer) (Near surface) (Ge/Si interface)
G 0.75 0.43 0.45 0.50 0.38
100>
Xmin 0.42 0.10 0.10 0.06 0.16
Y1z 0.43 0.45 0.45 0.50 0.45
110>
Xmin 0.61 0.13 0.12 0.05 0.18
G2 0.45 0.38 0.43 0.45 0.39
111D
Xmin 0.50 0.22 0.18 0.07 0.31
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4,000 A below the surface. The concentration of
a Ga was 1x10'® atoms/cm®. Channeling analysis
was carried out with a 1.5 MeV proton beam.
The beam diameter was 1 mm and the beam
divergence was less than 0.07°; the current was
approximately 10 nA. The characteristic X-rays
emitted from the sample were detected with a
Si(Li) detector which has a sensitive area of 30
mm? and a 3 mm depletion depth, viewed the
sample at 135" to the beam direction. The dis-
tance between the sample surface and the detec-
tor was 90 mm. An X-ray detector has a Be
window of 7.5 gm in thickness. We used an
additional polyester film of 1 mm in thickness to
reduce Si X-rays from the substrate of the sam-
ple and avoid pulse pile-up effects. Scattering
protons were detected with a surface barrier
solid-state detector at a scattering angle of 155°.
Figure 1 shows typical spectra of PIXE and of
the backscattered protons for <1 0 0> aligned and
random incidences. A notable peak observed in
the spectra for the <100> aligned case arises
from the dislocations at the Ge/Si interface. In
order to investigate the lattice location of Ga
atoms, we performed channeling angular scans
through <1 00>, <110>, and <11 1> axes. Figure 2
shows the angular scans for the backscattered
protons, Ge Ka X-rays, and Ga Ka X-rays. The
backscattering proton signals accepted for the

angular scans correspond to a thickness of
1,200 A below the surface. The half-width of a
channeling dip at a level halfway between the
minimum and random level (¢,,) and the nor-
malized minimum yield (xmi) for each angular
scans are summarized in Table 1. Also per-
formed were angular scans for the backscatter-
ing proton signals corresponding to a thickness
of 1,200 A near the Ge/Si interface and the whole
Ge layer. Their ¢,,-values and xnm,-values are
summarized in Table 1. The angular scan curve
for Ge Ko X-ray agrees with that for the whole
Ge layer. The <100>,<110>, and <111> Ga Ke
X-rays angular profiles exhibit clear dips. We
concluded that 5094 of Ga atoms are located at
substitutional sites and 5094 at random sites. We
confirmed that the PIXE method can be applied
to ion-channeling analysis of the Ga lattice loca-
tion in a Ge layer.
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[11-2-33.  Chemical Erosion of Molybdenum Disulphide (MoS:)
by Hydrogen Plasma

K. Yano, Y. Sakamoto, H. Oyama, M. Yanokura,
H. Kokai, S. Itoh,* and A. Miyahara**

Molybdenum disulphide is widely utilized, as a
suitable lubricant in an ultrahigh vacuum. We
need application of MoS, in fusion devices; in
reality, screw systems with MoS, lubricant are
utilized to drive the graphite blades in an ALT-II
pumped limiter in a TEXTOR device. Under
hydrogen plasma irradiation, however, this lubri-
cant would be deteriorated by erosion of sulphur
through a chemical reaction: MoS,+4H—2H,S+
Mo. Dimigen and others have reported that the
content of sulphur in MoS; is an essential factor
for the tribological properties of this lubricant.?
Thus it is necessary to have data on the chemical
erosion of MoS, by irradiation of H* and/or H°
flux from a hydrogen plasma as a part of
tribological studies of MoS,.

The present erosion experiment has been car-
ried out using hydrogen plasma produced by
means of an electron cyclotron resonance (ECR)
discharge. The ECR-2 device used in this experi-
ment has been described in Ref.2. Throughout
experiments, plasma conditions were as follows:
H, gas pressure, 4xX1072 Pa; microwave fre-
quency, 2.45 GHz; power, 200 W in CW; electron
density, 7, =2.7X10'" cm™? and electron temper-
ature, 7,=10 eV.

Thin{lgm) MoS, were deposited on SUS 304
stainless steel substrates by sputtering. The sam-
ples were irradiated at two positions for (1)
hybrid irradiation (ions+neutrals) and (2) irra-
diation of the Franck-Condon neutrals only. The
sample temperature was monitored with a ther-
mocouple. Chemical erosion of MoS, was inves-
tigated mainly by Auger Electron Spectroscopy
(AES).The stoichiometry of the MoS, film
examined by AES was found to be Mo : S = 1:
2. Before plasma irradiation, a sample was
heated up to 350°C in vacuum and no change in
the stoichiometry was verified by AES.

The hybrid irradiation was carried out by
varying the bias voltage from 0 to —300 volts
with respect to the potential of the grounded

* Toshiba Corporation.
** IPP Nagoya, Nagoya University.
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Fig. 1. Depth profiles of sulphur after hybrid irradia-
tion with hydrogen ions of 30 eV (earth potential)
and 100 eV, along with “as received.” The sputter
rate is ca. 10 nm/min.
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Fig. 2. Depth profiles of sulphur after hybrid irradia-
tion with hydrogen ions of 200 eV and 300eV, along
with neutral atom irradiation. The sputter rate is
ca. 100 nm/min.

chamber. The zero bias voltage gives the sam-
ple —30 V with respect to the plasma due to the
positive space potential of the plasma. Figure 1
shows the depth profiles of sulphur for “as
received,” zero bias voltage( —30 V ), and —100
V, and Fig. 2 for —200 V, —300 V, and neutral
irradiation. The sputter rate is 10 nm/min and
100 nm/min in the cases of Fig. 1 and Fig. 2,
respectively. Molybdenum was not depleted by
irradiation. A prominent decrease in sulphur
near the surface is noticed even for the zero bias
voltage. Ions of an energy above 200 eV cause a
virtually complete loss of sulphur from a MoS,
film. Unfortunately, at —200 V and —300 V,
films were partially cracked and exfoliated due
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to thermal stress. The ion fluence was evaluated
to be 2X102° cm~?% in this irradiation from current
measurement.

In the case of the Franck-Condon neutral irra-
diation, sulphur was eroded near the surface (50
nm) only. The neutral atom fluence in this irradi-
ation was estimated at 1X10%* atoms cm™? from
plasma parameter measurement. The neutral
atoms have the energy of about 5 eV because
their origin is the Franck-Condon dissociation.
The experiment shows that the sulphur atoms of
MoS, are removed by hydrogen ions and atoms.
On the basis of the depth profile on the erosion of
sulphur shown in Fig. 1, the depleted thickness
can be estimated at 50 nm, under the assumption
that the sulphur atoms in the thickness corre-
sponding to sputter time of 5 minutes are

removed by ions of 100 eV. The mass density of
MoS, (4.8 gcm™) gives a mean atomic distance
of 0.57 nm. Thus the total number of sulphur
atoms in the thickness of 50 nm per cm? is about
1.4 10*. Therefore, the erosion efficiency by
ions of 100 eV is about 1072 sulphur atoms/hydro-
gen ion. The measurement of the amount of the
retained hydrogen by the ERD was tried, but was
not successful because of the large amount of
hydrogen contained in the MoS, specimen itself.
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[11-2-34. Charge Collection Measurements for the Study
on Single Event Upset

Y. Shimano

Single event upset in semiconductor memories
has increasingly been concerned when integrated
circuits are scaled down in size.? The upset is
known to be caused by a rapid drift current
termed “funneling.” Because of the intrest in
predicting the single event upset rate in the space
environment, we performed charge collection
measurements for N ions incident on p*-n junc-
tions in n-Si and on n*-p junctions in p-Si.

In this experment we used 76.1 MeV “N-ions
from the cyclotron. We exposed four kinds of
samples to these ions: two p-Si samples with NA
(the acceptor concentration) = 1X10'%/cm? and
5X10'*/cm?, two n-Si samples with ND (the
donor concentration) = 1x10'S/cm? and 5x 105/
cm?. These samples were large-area diodes
(1,000mx1,0004m), and were reverse biased.
Figure 1 schematically shows our experimental
apparatus. The signal was integrated with a
wide-bandwidth GaAs amplifier and transmitted
to a pulse-shape digitizer. Figure 2 shows the
amplifier circuit. The samples were mounted at
incident angles 4 = 0, 30, and 60° to a beam, and
the applied bias was varied V& = 5, 10, and 16
volts.

Figure 3 presents the experimental results with
a peak value of the pulse aquired by the pulse-
shape digitizer as a function of the effective
depletion-layer length, which was varied accord-
ing to NA (or ND), 4, and V. The peak value in
mV is expected to be equivalent to the total
charge collected through the funneling process.
Thus, as shown in Fig. 3, the total charge is
reasonably proportional to the effective deple-
tion layer length. However, the total charge is
apparently greater than the charge ionized by N
ions within the depletion layer. Therefore the
effective funnel length Wf, which is termed in
place of the effective depletion-layer length Wd,
would be expressed by

Wf = g X Wd (1)
where £ is the constant, but will change with a
junction type (n*-p or p*-n) and incident particle,
and its energy or LET. For example, §=2.65 for
76.1 MeV N ion and an n*-p junction.

Aiming to investigate the g value for high-
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LET particles abundant in the cosmic rays, such
as Fe and Ni, we will continue simillar experi-
ments on heavier particles.
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[1I-2-35. Correlation of Particle-Induced Displacement Damage
in Si and GaAs

N. Hayashi, H. Watanabe, [. Sakamoto, K. Kuriyama,*
H. Kawahara,* and I. Kohno

The total energy imparted in nonionizing colli-
sions by recoil atoms in silicon was calculated as
a function of proton energy by various authors.”
The caluculation has been extended also to cover
the proton-induced displacement damage in gal-
lium arsenide.? Summers, ef al. compared their
caluculations with experimental results on the
proton-bombarded silicon bipolar transistors,
and they found a good correlation in their sys-
tematic study of displacement damage factors.

In this study resistivity and Hall mobility
measurements in ion irradiated bulk silicon have
been made with changing incident proton energy.
We have also measured photoconductivity in
gallium arsenide at low temperatures and found,
for the first time to our knowledge, that the
measurement is sensitive to the induced displace-
ment damage. Furthermore, the correlation of
the displacement damages produced by protons
and neutrons respectively has been studied to
make clear how cascade structures affect forma-
tion of stable defects.

The energy spectrum and spatial directions of
primary knock-on atoms (PKAs) depend on the
type and energy of the incident particles.
Because of the different PKA spectra, it is
expected that the final damage would differ
when different incident particles are used and
result in different property changes (damage
factors) such as carrier removal and mobility
degradation. A main point in the irradiation
experiments, therefore, is whether it is possible
to establish a correlation of device degradation
for various incident particles.

Proton irradiation was performed with the
cyclotron. The proton energies of 6, 9, and 15
MeV were selected to give mean ranges over the
specimen thickness of 100-350 gm. The neutron
irradiation was carried out within a standard
neutron field with an energy of 14 MeV at
Electrotechnical Laboratory. The resistivity and
Hall mobility were measured in the van der
Pauw geometry of square-shaped Si specimens.

* Hosei University, Koganei.
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Fig. 1. Resistivity us. proton and neutron fluence for
n-type silicon samples.

The photoconductance in semi-insulating GaAs
was measured at a temperature range of 80-300
K from the photoexcitation of a light-emitting
diode with a peak wavelength of 940 nm at an
intensity of 640 mW.%

Figure 1 shows a typical result of the resis-
tivity change in irradiated n-type Si. The resist-
ance apparently increases with increasing proton
fluence and it also depends on whether the pro-
jectiles are neutrons or protons. The resistivity
change results mainly from the carrier removal
due to induced defects and can be analyzed in
terms of a damage factor, K;. The rate of resis-
tivity change is thus expressed as

(R—Ry))/R=K:X ¢
where R, is the initial resistivity, and R is that
after exposure to a fluence of ¢ particles/cm?

It was reported that the displacement damage
by protons of MeV energies is mainly due to
elastic scattering by the coulomb field of a
nucleus (Rutherford scattering) and that the dam-
age factor is directly proportional to the total
number of initially produced defects.® It is, there-
fore, expected that K, will decrease monotonical-
ly with increasing proton energy. The result in
Fig. 1 is consistent with the consideration and
also with previously reported results.®

Figure 2 shows the temperature dependence of
the photoconductance in proton and neutron
irradiated GaAs; two types of the specimens
were used, 7.e., In-doped GaAs with an etch pit
density (EPD) of 10/cm? and undoped GaAs with
an EPD of 10°/cm?. It should be noted that the
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Fig. 2. Temperature dependence of photoconduct-
ance in In doped (solid lines) and undoped (broken
line) GaAs before and after irradiatoin. The fluen-
ces were 3X10%cm™? for 15 MeV proton and 5X
10'* cm™® for 14 MeV neutron. No change was
observed in undoped GaAs after neutron irradia-
tion.

quenching phenomenon observed around 100-150
K is enhanced with proton irradiation. The en-
hancement is prominent for a nearly dislocation-
free In-doped GaAs. Therefore, the results indi-

cate that the irradiation-induced defects assist
the transition from a midgap electron trap state
(EL2% to its metastable state (EL2*).

Figures 1 and 2 apparently indicate that the
correlation of displacement damage for neutron
and proton irradiations is similar in Si and GaAs.
The present results suggest that the irradiation
effects induced by nonionizing elastic collisions
are independent of the PKA spectrum and not
affected by defect cascades. Thus, the damage
factor is expected to be less by a factor of about
5-3 in neutron irradiation than in proton irradia-
tion; the correlation is confirmed by a further
experment of neutron irradiation to GaAs. It is
remarkable that we detected the effect of neu-
tron irradiation with such a low fluence as less
than 10** n/cm?.
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l1I-3. Radiochemistry and Nuclear Chemistry

1. Study on Incorporation of Carbon, Boron, and Oxygen
in LEC-GaAs Using Charged Particle Activation

Y. Itoh, Y. Kadota, H. Fukushima, N. Nonaka,
K. Tachi, and T. Nozaki

Carbon, boron, and oxygen are the most impor-
tant residual impurities in undoped gallium ar-
senide (GaAs) single crystals grown by the
liquid-encapsulated Czochralski (LEC) method.”
These impurities are inevitably introduced, since
the ingot is grown from a GaAs melt covered
with a B,0; encapsulant in a pyrolytic boron
nitride crucible sustained in a graphite heater.
The behavior of these impurities during crystal
growth and their effects on the electrical prop-
erties of a semi-insulating LEC GaAs matrix
remain obscure, primarily because of the defi-
ciency of the reliable methods for the analysis at
ppb levels. We have reported the determination
of carbon and boron in LEC-GaAs by means of
deuteron activation analysis with the simultane-
ous *C(d, n)®N and "B(d, xn)*!C reactions.?¥
We used this method to obtain the calibration
factor in IR spectrometry of carbon in GaAs.®
For boron analysis, secondary ion mass spectros-
copy has been used. Commercial LEC-GaAs sam-

ples were reported to contain 10'¢ to 10'®* B
atoms * cm™® and 10 C atoms * cm™3, respec-
tively.® As for oxygen in GaAs, little has ever
been studied though its determination by the
%O (°He, p) '*F reaction has been reported.®” As
samples for the study on the behavior of C, B,
and O in the crystal growth, four ingots were
grown under different atmospheric conditions
especially on the introduction of C and O from
the ambient atmosphere into the crystal. Carbon
is found to be introduced to the crystal as CO
formed from the graphite heater.

Table 1 shows the concentrations of C, B, and
O in eight samples cut from the top and bottom
positions of four ingots grown in three different
ambiences (Ar, Ar+19% 0O,, and Ar+19% CO).

The following four results are summarized
from Table 1.

(i) The addition of 1 9 of O, or CO to the
ambient argon resulted in notable elevation (as
much as a factor of 35; 1.8 X 10 at » cm™®) of the

Table 1. Concentrations of carbon, boron, and oxygen in GaAs crystals grown in

Different ambiences.

Impurity concentration atoms cm™

Sample No. Atmosphere*  Solid fraction**
Carbon Boron Oxygen
(pa10=) (X10') (PR
A Ar 0.17 0.93 25 1.9
0.64 0.51 1.9 34
B Ar+1%0; 0.14 16 3.6 1.8
0.76 18 34 3.0
G Ar+1%CO 0.1 6.4 LT Rk
0.77 6.4 1.h 4.3
D Ar+1%CO 0.17 6.0 2.8 5.7
0.78 6.1 1.9 5.2

* Initiation time of O, or CO addition to Ar: B and C, initiation of crystal pulling
(seeding to the melt); D, initiation of heating.
** The two different values for each sample correspond to the top and bottom of the

ingot.
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C concentration, a very slight increase in the O
content, and no clear effect on the B concentra-
tion.

(i) Carbon is regarded as being introduced to
the melt as CO formed by the reaction of addi-
tional O, and the graphite heater because the
carbon concentration of Sample B was much
higher than that of Sample C (2C+0,=2CO).

(i) The correlations between the concentra-
tion of each impurity and the solidified fraction
were: (a) for C, no clear dependence (nearly
constant for the most part); (b) for B, a slight
decrease with the solidified fraction; and (c) for
O, an increase with the solidified fraction.

(ivy Different from C and O in silicon, no
clear correlation was observed between their
concentrations in GaAs and the CO content of the
ambient atmosphere during crystal growth.

Further studies with more variety of samples
are in progress, to obtain clearer information
about the behavior of C, B, and O in the crystal

growth and their effects on electronical prop-
erties of GaAs.
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[11-3-2. Profiling of Light Elements in the Surface Layer of Solid
by Means of the Elastic Recoil Detection

Q. Qiu, E. Arai,* M Aratani, M. Yanokura, and R. Imura

Using a 50-MeV Ar** beam from the RILAC an
ERD experiment has been performed to profile
the depth distributions of light elements implant-
ed into silicon wafers. Two points were aimed to
be clarified: 1) the quality of profiling data
extracted from the ERD measurements and 2)
the choice of absorber foils placed in front of an
elastic recoil detector to cut off disturbing heavy
ions such as projectiles scattered by a target.

The geometry of measurement was chosen for
this experiment as follows: the target is inclined
by 30° in respect to the beam axis. Scattered and
recoiled particles were registered with two
surface-barrier detectors placed at 52° and 37°,
respectively. The distance between the beam
spot and the detector surfaces was 13 cm. A
20-pm aluminium foil was placed in front of the
detector for recoiled particles. The beam spot
was 1.5 mm in diameter. The electric current of
beam was of the order of 10 nA. The vacuum in
the scattering chamber was 1X107® Torr.

Helium samples were prepared by implanting
ions into silicon wafers, where two accelerating
energies of 20 keV and 45 keV were chosen
considering the helium depth distribution and the
energy spectrum expected at the ERD measure-
ments. The dose values of implanted helium were
3x10% atoms cm~2 and 5X10* atoms cm™2.

Lithium samples were prepared by evaporat-
ing LiF onto silicon wafers because we have
technical difficulties generating Li ions at the
implantation laboratory. In order to simulate a
Li-implanted sample, the LiF was covered with a
thin aluminium layer. We made several varia-
tions of samples to investigate the deterioration
of depth resolution due to atomic collision of
recoiled Li in the sample and in the absorber foil:
1) substrates covered only with a 35-nm LiF
layer, 2) the LiF layer was sandwiched with the
substrate and a 60-nm aluminium layer, 3) sam-
ples with three layers with a sequence of LiF-
AL-LiF-substrate, and so on.

Figure 1 shows, from top to bottom, the spec-

* Research Laboratory for Nuclear Reactors, Tokyo
Institute of Technology.

tra of particles recoiled from a blank silicon
wafer, a LiF-evaporated silicon wafer, and two
He-implanted silicon wafers. Around 100 channel
each spectrum has a sharp peak from surface
hydrogen of adsorbed moisture and/or hydrocar-
bon from the vacuum system. The broad rise of
counts below the hydrogen peak is supposed to
be caused by scattered projectiles which pass
through the absorber foil.

Figure 1b) shows the experimental result with
a LiF sample of variation 1. It is well demon-
strated that the two stable isotopes of lithium
were separated. Recoiled atoms of fluorine were
not observed. The depth distribution of Li was
assumed to have a box form with a depth of 35
nm.

When we measured the ERD spectra of hydro-
gen and helium implanted into the Si-wafers
using an 8-MeV'®0 beam from the Tokyo Insti-
tute of Technology Tandem, the leak of scat-
tered particles through an absorber foil has
caused a background below the surface hydrogen
peak. Because the aluminium absorber foil was
theoretically thick enough to stop 8-MeV*¢O ions,
we thought that the aluminium foil had in-
homogeneity in the thickness. The aluminium
foil was replaced by a Havar foil. Good results
have been obtained in reducing background and
also in improving energy resolution.
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Fig. 1. ERD spectra. Samples are: from top to
bottom, a blank silicon wafer, a LiF-evaporated
silicon wafer and two He-implanted silicon wafers.
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Fig. 2. Comparison of ERD spectra observed using
a Havar-foil absorber with those using an Al-foil
absorber. a) Spectrum of recoiled Li atoms from
the same sample as that for the measurements
shown in Fig. 1b). b) and c) spectra of particles
recoiled from an Al-LiF-Si samples, where an
8.8-um Havar foil and a 20-xm aluminium foil are
used as an absorber of projectiles, respectively.

Considering the range of scattered particles,
we mounted an 8.8-xm thick Havar foil. The
Havar foil consists of Co (42.59%), Cr (20%), Ni
(13%), W (2.8%), Mo (2%), Mn (1.6%) , and
Fe (rest). Figure 2 shows the experimental
results: Fig. 2a) represents the spectrum of
recoiled Li atoms from the same sample as that
for the measurements shown in Fig. 1b). The
separation between the two isotopes of Li
became poorer. Spectra of particles recoiled
from an Al-LiF-Si sample are shown in Figs. 2b)
and 2c), where an 8.8-ym Havar foil and a
20-pm aliminium foil are used as absorber of
projectiles, respectively. It is obvious that the
aliminium foil is better than the Havar foil for
ERD measurements using a 50-MeV Ar beam.
Although the uniformity in thickness is an impor-
tant factor for absorber foils, larger straggling in
the high-Z absorber is more serious in this
energy range.
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111-3-3. Depth Profiling of Light and Heavy Elements—Application to the Study
on the Compositions of Anodic Oxide Films on Titanium—

K. Tachi, M. Aratani, T. Kato, M. Yanokura,
T. Sato,* and M. Otsuka*

When elastic recoil detection analysis (ERDA)
is performed with heavy ions such as an argon
ion, it is possible to obtain the depth profiles of
light elements such as oxygen, carbon and hydro-
gen atoms in a spectimen by using suitable ab-
sorbers.? Moreover, simultaneous performance
of Rutherford forward scattering spectroscopy
(RFS) makes it possible to get the depth profiles
of heavy elements in the specimen. Thus the in-
formation can be obtained on the composition
in complicated specimens.

Titanium anodic oxide film of less than 1 ym
in thickness is a kind of interference film which
produces various colors and has a high dielectric
constant. Therefore, the titanium anodic oxide
film is a promising material for color produc-
tion? and for condensers.®

Using a 50 MeV Ar‘*-ion beam from RILAC,
we performed the simultaneous analysis of
ERDA and RFS in order to investigate the com-
position of titanium anodic oxide films prepared
at various electrolysis voltages in a phosphoric
acid solution (5 wt.%).

A scattering chamber (75 cm in diameter)
located at the RILAC A-1 beam line was used. At
the center of the chamber, the specimens were set
up at an angle of 30" to the incident beam. Two
surface-barrier semiconductor detectors (SSD)
were arranged at an angle of 33° (SSD-1) and at
48° (SSD-2) to the incident beam. In front of
SSD-1, an aluminium foil was set up to detect
only light elements (H and O). The thicknesses
were 10 xm for specimens No. 1to 5 and 5 um for
specimens Nos. 6 and 7. The spot size of an
incident ion beam was 2 mm X2 mm on the speci-
men.

Figure 1 shows a typical current-voltage curve
for titanium oxidized anodically in a 5 wt.%
phosphoric acid solution. The change in the
composition in the oxide films were investigated
at the points where the remarkable changes in
current appeared with increase of the electroly-
sis voltage. The titanium plates with a purity of

* Department of Metallurgy, Shibaura Institute of Tech-
nology.

99.869% were used for specimen. Conditions for
anodic oxidation of specimens, ratios of oxygen
to titanium, and the possible structure in oxide
films for each specimen are shown in Table 1.

20

: A

0 50 100 150
ELECTROLYSIS VOLTAGE (V)

CURRENT (mA )

Fig. 1. Voltage-current curve for titanium with a purity
of 99.86% oxidized anodically in a 5 wt.% phosphoric
acid solution. Specimens are identified by numbers.

107— T
H bl
8 <——1|

10 0

49____{ No.7

COUNTS/CHANNEL
s
i
=z
(=]
(513

No.2 |

12
CHANNEL NUBER

Fig. 2. Depth profiles of oxygen and hydrogen in the
oxide films of the specimens of Nos. 2, 5, and 7. The
peaks at far right-hand sides indicate the surfaces of
specimens.



112 K. Tachi, et al.

Table 1. Electrolysis conditions and analytical results of specimens.

No. Electrolysis voltage (V)

Oxide film thickness (nm)

Ratio of Ti and O  Constitution of oxide film

1 23 95
2 38 106
3 91 151
4 118 177
5 133 190
6 150 313
7 170 335

1:0.57 TiO, Ti
1:0.77 TiO, Ti
1:1.19 Ti,0,-TiO
1 :1.48 Ti,03-TiO
1:1.62 Ti,04

1:1.83 Ti,05-TiO,
1:2.03 Ti,0,-TiO,

* Each specimen is prepared from 99.86% Ti in H,PO, (5wt.2%).

Figure 2 shows the oxygen and hydrogen spectra
obtained for the specimens Nos. 2, 5, and 7 with
SSD-1, in which the peak width of oxygen indi-
cates the thickness of the oxide film, and the
ratio of titanium and oxygen in the oxide film is
determined from the peak height of oxygen.

These results indicate that the thickness of the
oxide film became thicker with the increase in
the electrolysis voltage. Moreover, the composi-
tion of the film was varied from TiO to Ti,0,,
and finally to TiO,.

For the specimens Nos. 1 and 2, the thickness-
es of the oxide films were estimated to be about
100 nm, and the structures are considered to be
mixtures of Ti and TiO. For the specimens Nos.
3, 4, and 5, the thicknesses were more than 150
nm. In the specimens Nos. 3 and 4, the composi-
tions of the oxide films were considered to be
Ti,0; near the surface and TiO at a deep part,
while a uniform Ti,0, composition was found in

the specimen No. 5. However, there were the
surface and substrate oxide layers in the oxide
film of the specimen No. 5, and the thickness of
the surface oxide layer was estimated as about
55 nm. For higher electrolysis voltages, the oxide
in the specimen Nos. 6 and 7 grew to thicker
beyond 300 nm. On the other hand the surface
oxide layers became thinner and the substrate
oxide layers were varied to TiQO,. This result
proves that the substrate oxide layer is prefer-
ably varied to TiO, at an electrolysis voltage
beyond a critical value.
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[11-3-4. Behavior of a Releasing Agent Coated on a Heated Substrate
as Studied by Heavy-lon Rutherford Scattering

I. Sugai, M. Aratani, T. Kato,*

Recent high-resolution measurements in
nuclear physics require target as pure and uni-
form as possible and self supporting foils of less
than hundreds of micrograms/per square centi-
meter in thickness.”

Self-supporting foils were prepared by follow-
ing processes. A releasing agent coated by evapo-
ration between a deposited layer and a substrate
was dissolved in water, and the deposited layer
was separated and floated on water, and then
picked up on a target frame. The foils deposited
on a substrate at high temperature are well
known to have improved lifetime and durability
against heavy-ion bombardment. The releasing
agent coated on the substrate plays very impor-
tant roles to release the deposited layer. The
foils on the releasing agent, however, are not
separated easily from the substrate in almost
cases.

In order to investigate why the layer deposited
at high temperature can not be separated
smoothly from the releasing agent on the sub-
strate, we applied the heavy-ion Rutherford scat-
tering method both at backward (Rutherford
backscattering; RBS) and at forward angles. A
preliminary measurement was presented
previously.?

We used NiCl, as a releasing agent. The quartz
plate was used as a substrate instead of conven-
tional soda glass? because it gave rise to Na
component into releasing agent. The substrates
were vacuum-deposited with NiCl, of 100 xg/cm?
in thickness and were heated to 250°C, 320°C,
and 400°C. The thickness of NiCl, was monitor-
ed with a crystal thickness gauge during vacuum
deposition, and weighed with an electron ultra
microbalance in dry N, gas in order to keep
NiCl, unhydrous.

The sample were bombarded with a 50 MeV
Ar** beam from RILAC at an intensity of about
20 nA. Surfave-barrier silicon detectors were set
at angles of 35°, 50°, and 155° in a scattering
chamber of 1 m in diameter to measure recoiled

* Present address: Toyo Seikan Company, Ibaraki,
Osaka.

H. Kato, and M. Yanokura

light elements and to monitor argon ions scat-
tered from the samples.

The lifetime of carbon foils were found to be
independent of the substrate in the temperature
range investigated up to 430°C, but the lifetimes
of the foils of elements other than carbon were
improved by the heat treatment.

Figure 1 shows the spectra of the NiCl, layer
treated by heating. The upper and lower spectra
were obtained with the samples heated to 400°C
and 250°C, respectively. The amount of the Ni
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Fig. 1. Spectra of the particles scattered and
recoiled from NiCl, atE(Ar**) =50 MeV and Qan=
50°.
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Fig. 2. Spectra of recoiled impurities of hydrogen,
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strate at E(Ar**) =50 MeV and Q.,=35".
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layer on the substrate heated at 400°C pro-
nouncedly decreased compared with that heated
at 250°C. A Cl layer is seen as two peaks in Fig.
1. The low energy-side peak of Cl layer is due to
some Cl component which invaded into the sub-
strate.

Figure 2 shows the spectra of light-element
impurities from the NiCl, layer and SiO, sub-
strate. Peaks of hydrogen, oxygen, and carbon
are also observed. Hydrogen and carbon come
from impurities contaminated, and oxgen is
mainly from the substrate SiQ,. The two peaks
of hydrogen in Fig. 2 indicate surface hydrogen
in a sharp shape and internal hydrogen in a
broad shape. The peak due to internal hydrogen
disappears at 400°C.

In conclusion, at a high temperature of 400°C
the Ni layer decreases and the Cl layer invades

into the SiO, substrate. Namely, the releasing
agent seems to decrease at 400°C by sublimation
and invade into the substrate. As a result, separa-
tion ability of the foil is reduced. Thus, we found
the mechanism of reduction of separation ability
of the foil after the heat treatment at high tem-
perature. The heat treatment is effective to
improve the strength of foils; the heat treatment
is necessary for the preparation of self-
supporting targets. A farther investigation, how-
ever, for releasing agents is also necessary for it.
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[11-3-5. Cross-Check of He Profiles by ERDA Method
with 0 and “°Ar Beams

K. Kurimoto, H. Hashimoto, M. Nakajima, M. Ogawa, and M. Aratani

We investigate the hydrogen retention in stain-
less steel pre-irradiated with helium ions in order
to study plasma-wall interactions for fusion
energy. We have found that the hydrogen pro-
files are very close to the range distributions of
helium atoms as predicted from theories.!”® We
have initiated measurements of helium depth
profiles by means of Elastic Recoil Detection
Analysis (ERDA).® We have performed cross-
checks of He profiling with two different beams,
i.e., an 8 MeV '*Q beam and a 50 MeV *°Ar beam.

Two specimens of stainless steel were irradiat-
ed with 10 keV helium ions to fluences of 2 X and
4%10"He/cm?. These fluences correspond to
those below and above the critical fluence, which
induces blistering. The third specimen was im-
planted with 10 keV molecular hydrogen ions
subsequent to helium pre-irradiation with a
fluence of 4X10'"He/cm?. The range of helium is
50 nm on the basis of the calculation using the
TRIMS86 code. The 0O beam of 8 MeV was
generarted by the 1.6 MV tandem pellectron at
Tokyo Institute of Technology. The *°Ar beam
of 50 MeV was provided by RILAC. In order to
make a comparison simple, we adopted the same
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Fig. 1. ERDA spectra measured with an 8 MeV 'O
beam for stainless steel irradiated to fluences of (A)
2%10""He/cm?, (B) 4X10'"He/cm?, and (C) 4 X107
He/cm? and 4X10""H/cm?.

geometrical configuration in ERDA. The inci-
dent angle of the beams with respect to the target
surface was 15° and an outgoing angle of recoiled
atoms was also 15° with the scattering angle of
30°. This geometry was chosen to optimize the
depth resolution with an '*0O beam. The geometry
was also close to the optimum condition of the
depth resolution with an *°Ar beam.

Figure 1 shows the ERDA spectra measured
with an *0 beam for three specimens. The right-
hand peaks correspond to the helium profiles and
the left-hand ones to the hydrogen profiles. If we
ignore the energy dependence of the stopping
power as the first order approximation, peak
shapes give depth profiles. We observed the
change in the helium profiles depending on the
irradiation conditions. The depth resolution was
estimated as an order of 10 nm, because the Figs.
1(B) and 1(C) indicate double peaks. The maxi-
mum probing depth was about 120 nm due to
overlapping with hydrogen signals.

Figure 2 shows the ERDA spectra taken with
an ““Ar beam. The spectra indicate exactly the
same trends as those with the %0 beam. Figures.
2(B) and 2(C) also show the double peaks in the
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Fig. 2. ERDA spectra measured with a 50 MeV *°Ar
beam for stainless steel irradiated to fluences of (A)
2X10'"He/cm?, (B) 4X10""He/cm?, and (C) 4X 10"
He/cm? and 4X10'"H/cm?.
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I11-3-6. Application of PIXE Analysis to Materials Sciences (l)

Y. Sasa, K. Maeda, and M. Uda

Particle induced X-ray emission (PIXE)
spectroscopy has been applied to the analysis of
trace element concentrations in the specimens
from such various fields as bio-medical,'™®
environmental, ¥ archaeological,*® and geologi-
cal sciences.”® This method is excellent notably
in the quantitative measurements of heavier
elements included in the matrix composed of low
atomic number elements. These merits are
expected to be effectively utilized in the field of
materials science as well. We have attempted to
develop a simple and convenient data-processing
procedure suited for the PIXE analysis of indus-
trial materials. As a first step, trace element
distributions on the industrial Al thin foils (~15
um in thickness) were studied.

In this study, three Al foils supplied by differ-
ent companies were used as test targets, and an
NBS Al alloy (SRM 1241a) and six Al sheets
(~0.1 mm) containing known amounts of vari-
able impurities were adopted as the reference
materials. The chemical compositions of the
reference Al sheets were determined by ordinary
chemical analysis: atomic absorption, inductive-
ly coupled plasma atomic emission, and color-
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Fig. 1. PIXE spectrum obtained from an industrial Al
thin foil; a 92 mg/cm? polyethylene absorber was used.

imetric analysis. The composition of the Al alloy
was guaranteed by NBS. Target materials were
irradiated with 1.6 MeV H* ions obtained from
the tandetron. The spot size of the ion beam
focused on the targets was 3 mm in diameter and
the beam intensities were regulated to be about
50 nA on the targets. X Rays emitted from the
targets were measured with a Si(Li) semiconduc-
tor detector through a 7.5um Be window. High-
energy X rays generated from trace amounts of
elements were detected through a polyethylene
absorber (92 mg/cm? in thickness) placed
between the target and the detector in order to
press down the pile-up phenomenon in the detec-
tor. Signals from the detector were stored in a
multichannel pulse height analyzer, and then
processed on a microcomputer and recorded on
magnetic disks.

Figure 1 shows a typical PIXE spectrum
obtained from an industrial Al thin foil. The
integrated intensity of the characteristic X-ray
peak for each component (F,,) was obtained
from the observed spectra after subtraction of
background and corrections for escape peaks,
pile-up peaks, and peak overlappings.>® To
determine the absolute concentration of minor
and trace elements, the intensity of continuous X
rays (Be.n) was employed as a normalizing
parameter®® in place of other parameters, such
as the total amount of the incident ions and that
of the backscattered ions, both of which are
conventionally used for normalization. This is
because, under the present experimental condi-
tions, most of the continuous X rays are emitted
from the matrices of the target materials due to
secondary electron bremsstrahlung and atomic
bremsstrahlung.”® The intensity of the continu-
ous X rays was estimated from the background
intensity around 4 keV where neither escape
peaks nor the exponential tails of the character-
istic X-ray peaks were detected. Here the contri-
bution from a step-like low-energy tail was
subtracted from the observed background inten-
sity. The normalized X-ray peak intensities (Fy,/
B...) were then converted into concentrations
(Cox) by means of the theoretically calculated
X-ray yields ( Ye) and the conversion factor (&)
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estimated from the PIXE spectra of seven refer-
ence materials of known chemical compositions.

The conversion factor was determined by the
following procedure. The relationship between
the concentration measured by the chemical
methods (¢4 and the normalized peak intensity
divided by the theoretical X-ray yield N,y (=
(Poo/Beon)/ Yew) is illustrated in Fig. 2 for the
reference materials. Here, Y., was calculated by
a computer program ‘PIXAN’® using the ioniza-
tion cross section of elements ¢, the stopping
powers S, absorption of X rays by an Al matrix,
and the experimental conditions including a
beam-target-detector geometry.

Figure 2 indicates that the data points for Fe,
Cu, Zn, and Ga are fitted on the same line with a
gradient of 1.0 over a wide range of concentra-
tion. This feature gives evidence that the
amounts of the continuous X rays generated
from a target itself correctly give the conversion
factor of PIXE intensities into chemical concen-
trations. That is, in PIXE analysis the element
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Fig. 2. Correlation of chemical contents C;, and nor-
malized PIXE intensities divided by the theoretical
X-ray yield NpA\ (pr: (Pub/Bcon)// Ycal)-

concentrations can be determined by
Cpx:kA/px (1)

The conversion factor % for the Al matrix
system was evaluated here to be 0.165 (counts/
x«C) from the intersect of the ordinate of Fig. 2.
With use of this factor, the contents of Fe, Cu, Zn,
and Ga in the Al foil, whose PIXE spectrum is
shown in Fig. 1, were estimated as 4700, 190, 60,
and 140 ppm, respectively.

This study demonstrated that the continuous
X-ray background can be successfully used as a
normalizing parameter for the quantitative trace
analysis, and that the conversion factor evaluat-
ed on one element can be applied to any other
elements in a series of samples of similar
matrices.
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[11-3-7. Multielement Analysis of Human Spermatozoa by PIXE

K. Maeda, Y. Sasa, H. Kusuyama, K. Yoshida,* and M. Uda

Much attention has been paid to the elemen-
tary compositions in biological organisms in
order to obtain information for the elucidation of
the mechanisms and diagnosis of diseases. PIXE
(particle induced X-ray emission) spectroscopy
has a great potential for such an investigation,
because of its ability to analyze multiple ele-
ments simultaneously with high sensitivity with-
out tedious chemical pre-treatments. We have
continued a study on the application of PIXE to
medical science.’™ We have used this method for
analysis of human spermatozoa, expecting the
understaning of the roles of trace elements in
fertilization.

Seventeen semen samples were taken from ten
patients who were afflicted with infertility.
Later, three of these patients have proved to be
normal. A part of each semen sample was used
for determination of the bio-medical qualities of

Table 1.

semen, such as a spermatozoon density (/ml), a
motility of spermatozoa in semen (9% motile
cells), and a concentration of transferrin (a kind
of protein which serves as a carrier of iron) in
semen (ug/ml). Spermatozoa were separated
from seminal plasma by centrifugation and wa-
shed three times with distilled and deionized
water. The washed spermatozoa were deposited
on 0.5 gm-thick Microfilm ((H¢C;0;) ), dried in
a vacuum desiccator, and used as targets for the
PIXE analysis. The thickness and the area of the
target samples were 0.3-3mg/cm? and 0.1-0.4
mm?, respectively.

A beam of 1.6 MeV HT ions obtained from the
tandetron was used as an excitation source. The
beam was regulated to a 3 mm diameter spot on
the target by mean of a graphite collimator. X
rays emitted from the target were detected with
a Si(Li) detector through an X-ray absorber

Semen qualities and concentrations of elements contained in human spermatozoa.

Semen quality

Concentration of element in spermarozoa (ppm in dry weight)

Patient Volume Density Motility Trans-
ferrin P S Cl K Ca Fe Zn Ti V Cr Mn Ni Cu Se Br
(m)  (x10/m) (%) (ug/ml)
KI 3.2 88 80 — 9,690 3,800 2,490 6,340 1960 19 2,170 <3 3 4 <2 4 6 6 T
ITA 2.4 74 70 - 25,700 7,680 1,580 2,110 1,300 56 80 <3 <3 3 3 <2 4 3 <2
'SH 2.0 51 50 80 20,100 6,580 2,920 2,600 1,230 54 1,630 <10 <10 11 8 5 13 <7 <7
1SH 1.2 77 70 8 20,100 7,15 2,900 3,370 1,0%0 5 1,700 3 3 3 5 4 9 3 U
KO 3.0 70 70 27 21,700 7,520 1,740 3,750 1,040 58 1,330 10 4 5 4 <5 9 <5 <6
WA 3.8 120 60 37 24,300 6,700 2,610 3,880 1,040 68 1,130 6 <3 5 6 4 7 T 3
HO 3.8 90 60 41 16,000 4,940 5920 3,43 1,710 39 1,370 2 3 <2 4 4 3 <4 8
YO 2.0 22 20 23 12,600 1,650 910 810 6,950 13 1,100 <3 4 2 6 4 <3 <3 4
YO 2.2 32 20 25 17,000 4,110 1,310 1,980 4,690 32 1,130 <3 3 3 3 <2 2 3 3
YO 2.0 60 50 23 8,320 2,000 3,740 3,180 2,430 20 790 <4 3 3 <3 ¥ 3 <4 5
IS 2.4 20 20 60 12,700 8,320 730 3,780 3,680 121 3840 8 4 6 & 8 18 9 18
IS 1.8 22 10 70 17,700 10,700 1,210 4,100 2,160 82 2,810 7 <4 9 4 6 13 7 11
KU 4.6 1.2 0 27 6,670 6,780 3,220 3,580 1,250 16 2,090 <9 <8 <7 <9 <10 <9 <27 <10
KU 4.0 0.77 40 25 10,300 6,040 5,920 6,460 2,240 40 2,900 5 8 6 7 4§ 14 <6 15
SI 1.3 0.30 20 160 10,200 3,270 6,680 3,300 1,110 14 80 2 <2 2 2 5 8 <2 9
SI 1.8 6.0 30 133 10,100 3,140 4,820 4,560 1,240 48 560 <4 4 6 2 17 27 <3 13
KA 3.0 38 0 30 15,000 4,540 3,300 3,210 2,870 27 1,990 <4 <3 3 4 4 5 3 4
T normal.

* Saitama Medical Center, Saitama Medical School.
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made of 1.5 gm thick polypropylene or 0.5 mm
thick polyethylene film. The details of the data
processing procedure were described else-
where."?

The results are summarized in Table 1
together with the semen qualities. The concentra-
tions of the elements in the samples were esti-
mated by comparison with a calibration curve
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obtained from the reference samples with known
compositions.'? To determine the absolute con-
centrations, the intensity ratios of the character-
istic X-ray peaks to the background continuum?
were adapted. Here the intensities of the continu-
ous X rays were integrated over the energy
range from 4 to 10 keV to get better statistics.
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Fig. 1. Concentrations of iron (a) and zinc (b) as a function of that of sulfur: @, the observed data on
spermat_ozoa; ©, the observed data on seminal plasma (estimated from the PIXE spectra reported in Ref.
4) . Straight lines show the average concentration ratios (Fe/S and Zn/S) obtained from the observed data

on spermatozoa.

As shown in Fig. 1 (a), a linear relationship
was clearly recognized between the sulfur con-
tent and the iron content of the spermatozoa,
although strong correlations could not yet be
found between the semen qualities and element
concentrations in the spermatozoa. Zinc also
seemed to move along with sulfur (see Fig. 1
(b)). These results suggest that the human sper-
matozoa contain proteins containing a large
amounts of Fe-S and Zn-S components.

The work concerning trace elements in semen
and seminal plasma has been reported in many
papers. However, there is little information on
the trace elements in spermatozoa. This may be
partly due to the fact that trace-element analysis
by analytical techniques commercially available
requires large amounts of samples. PIXE needs
very small amounts of samples (107°-10"'¢ g). In

addition, by use of this method, it is possible to
detect fugacious elements such as sulfur, chlorine
and bromine together with other elements simul-
taneously. Thus, as can be seen from the exam-
ples presented here, PIXE is a promising tool for
investigating the mechanism of fertilization.
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111-3-8. Mé&ssbauer Emission Spectroscopy of *Fe Arising from *’Mn

Y. Watanabe, M. Nakada, K. Endo, Y. Kobayashi, H. Nakahara,* H. Sano,*
K. Kubo, K. Mishima, Y. Sakai, T. Tominaga, T. Okada, K. Asali,
N. Sakai, I. Kohno, M. Iwamoto, and F. Ambe

Mossbauer emission spectroscopy offers
unique information concerning extremely dilute
defect atoms in solid. Literature contains a large
number of emission spectra of *’Fe produced by
the EC decay of 5’Co in various matrices. Little
attention has been paid, however, to another
source nuclide of *Fe, ®?Mn.” The short-lived
nuclide (1.45 m) undergoes B-decay, about 80%
of it decaying directly to the 14.4 keV Mdoss-
bauer level of ¥Fe. EC decay is well-known to
result in appreciable damage around the decay-
ing atom due to the Auger process following it.
In the case of B-decay, on the other hand, the
aftereffects are usually not serious and often an
increase in the oxidation number by one is in-
duced. Manganese can take oxidation states up
to 7+ in ordinary solid state chemistry, which is
not observed in cobalt. It is expected from these
facts that an unusually high-valent iron species
could be detected after decay of *’Mn in an
appropriate matrix. So far as we know, there
have been no investigations with such an object
in view. In search of such possibilities, we intend
to use a ¥Mn”" beam, which will shortly be

* Faculty of Science, Tokyo Metropolitan University.

available from the ring cyclotron.

This year, we started a series of preparatory
experiments using the **Cr(a, p)*’Mn reaction
by means of the 160 cm cyclotron. A target trans-
portation system for this purpose was designed
and constructed as described in a separated
paper of this volume.? It was installed in a 1 m
diameter scattering chamber at the #1 beam
course of the cyclotoron. We have successfully
observed the emission spectrum of 5Mn
produced in %Cr metal and %‘Cr,O; with the tar-
get transport system, a piezoelectric bimorph
transducer developed by one of the authors (N.
S.),¥ and a Si(Li) detector. Experiments on other
chrominum compounds are in progress.
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[11-3-9.  *Ru M&ssbauer Spectroscopic Studies of Heusler Alloys

Y. Kobayashi, M. Katada, H. Sano,* T. Okada,
K. Asai, M. Iwamoto, and F. Ambe

In this period, °*Ru Mdssbauer spectroscopy
was applied to a series of ordered Heusler al-
loys. They are a ternery system consisting of
ruthenium, iron, and silicon with a chemical
formula Ru,Fe;_,Si, so that the ruthenium
atoms in this system are considered to substitute
iron atoms of a collinear ferromagnet Fe,Si.V It
is expected that the application of °Ru Moss-
bauer spectroscopy is very significant for the
elucidation of the complex magnetic behavior of
this system.

Powdered Fe (99.999%) , Ru (99.99%) , and Si
(over 99.99%) were mixed in an appropriate
proportion, pressed into a pellet, and then melt-
ed into an ingot in an argon-arc furnace. The
powder X-ray diffraction patterns of annealed
samples showed that they are essentially in a
single phase with a cubic L2, Heusler structure.
Mossbauer spectra of *Ru were measured with
“Rh in Ru metal by means of a conventional
spectrometer. The source nuclide, **Rh (7,,=
15.0 d), was produced by irradiating a target of
97% enriched **Ru metal powder covered with an
80 um Al foil with 12 MeV protons accelerated
by the cyclotron.?

The Heusler structure has four kinds of lattice
sites designated as A, B, C, and D (Fig. 1). In
a typical compound Fe;Si, Fe atoms occupy the
A, C, and B sites, A and C being equivalent to
each other.

=il
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Fig. 1. Unit cell of the Heusler structure.

* Faculty of Science, Tokyo Metropolitan University.

The *Ru-Mossbauer spectrum of RuFe,Si ob-
served at 5 K, shown in Fig. 2, has a hyperfine
structure with little asymmetry; this means that
the origin of the hyperfine splittings is only
magnetic. The observed spectrum could be hard-
ly analyzed with one set of magnetically split 18
lines and satisfactory fitting required two such
sets. The hyperfine magnetic fields at **Ru for
these two components are 290 and 215 kOe,
respectively, and the intensity ratio of the for-
mer to the latter is about 1.8. Each of these two
components is considered to correspond to Ru
[A,C] or Ru [B].

TRANSMISSION (%)

VELOCITY (MM/SEC)

Fig. 2. **Ru Mossbauer spectrum of RuFe,Si at 5 K.
The isomer shift is given against the Ru metal at
the same temperature.

The origin of H,; at °®*Ru in RuFFe,Si is ascribed
to the neighboring Fe atoms, if Ru atoms are
postulated not to have large magnetic moments
as in usual alloys. In a first-near-neighbor (I1nn)
model,? it is further assumed that the dominant
part of H,; at **Ru originates from Inn Fe atoms
and their contribution is proportional to the
product of their number and magnetic moment.
If we take the values for Fe,Si, 1.35 and 2.2 ug,
as the magnetic moments of Fe [A,C] and Fe
[B] respectively, the Mossbauer component
with a larger H,; is assigned to Ru [B] and that
with the smaller H,; to Ru [A,C]. It is because
the Ru [B] has as 1nn four A and four C sites
both occupied by Fe atoms and Ru [A,C] has
as Inn four B and four D sites, only the former of
which are occupied by Fe atoms. If we adopt this
model, the present **Ru-Mdossbauer study is con-
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cluded to show that Ru occupy both [A,C] and References
[B] sites, but the latter preferentially. 1) V.S. Patil, RG. Pillay, AK. Grover, P.N. Tandon,
More detailed discussion will be described and H.G. Devare: Solid State Commun., 48, 945 (1983).
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[11-3-10. Mdossbauer Study of Organic Ruthenium Clusters

Y. Kobayashi, M. Katada, H. Sano,* T. Chihara,
H. Yamazaki, T. Okada, and F. Ambe

Organic metal clusters exhibit interesting
properties characteristic of both mononuclear
metal complexes and metals. Application of
Mossbauer spectroscopy to such compounds is
very attractive, since it provides useful informa-
tion concerning the electronic state of metals
which is inaccessible by other spectroscopic
methods. Quite recently, we started a Ru
Mossbauer study on a series of organic ruthe-
nium clusters. This report describes the prelimi-
nary result on the first sample of our study,
[PPN] [Ru,,C(CO),] (PPN=(PPh),N).

The preparative method of the cluster and its
characterization by other techniques will be re-
ported elsewhere.? Its Mdssbauer spectrum was
measured at 5 K using **Rh (7" =15.0 d) produced
by the cyclotron. The details of the measure-
ment were essentially the same as described in
our previous paper.?

The spectrum given in Fig. 1 is constituted
apparently with a single line, but computer
analysis revealed the existance of a certain struc-
ture. The curve drawn in Fig. 1 is the result of
tentative fitting by assuming only one kind of
ruthenium atoms with a unique electric quad-

* Faculty of Science, Tokyo Metropolitan University.

1 i ) 4
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Fig. 1. °°Ru Mossbauer spectrum of [PPN][Ru,,C
(CO) ] (PPN=(PPh;),N) at 5 K. The isomer shift

is given relative to metallic ruthenium.

rupole field. More detailed analysis and interpre-
tation will be given in the next volume of this
progress report along with the experimental
results on other clusters.
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y-Rays Perturbed Angular Correlation of '''™Cd in CdO,

Cd(OH),, and a-Fe(2 at.% Cd),0,

Y. Ohkubo, S. Ambe, T. Okada, F. Ambe,
K. Asai, Y. Kawase,* and S. Uehara*

Perturbed angular correlations (PAC) were
measured for the ''Cd 5/2+ level (4,,=85 ns)
mostly by using '"In(4,=2.8 days), which
decays by electron capture (EC) to the excited
states of '!Cd. It is well known, however, that
for insulators *'In-PAC is strongly influenced by
the excited electonic states produced by EC and
the subsequent Auger process. This phenome-
non, so-called aftereffects of EC, is generally
thought to be undesirable in applying PAC to
solid state physics or chemistry because the
hyperfine frequencies are widely spread usually
to the extent that no anisotropy can be observed.
We aim to apply PAC to solid state physics and
chemistry by using short-lived ''"Cd (4,,=48.6
min) , which decays by isomeric transition and
thus is free from the aftereffects accompanying
EC. We are establishing a radiochemical proce-
dure to separate no-carrier-added ''™Cd from an
a-irradiated palladium target. In the present
preparatory work, '"™Cd with a carrier was
produced by neutron irradiation and PAC of
mmcd in CdO, Cd(OH), and a-Fe(2 at.% Cd),
O; were measured.

It is expected from the crystal form of each
compound that i) there is no extranuclear pertur-
bation in CdO, ii) "'™Cd in Cd(OH), feels an
axially symmetric electric field gradient and iii)
umcd ing-Fe (2 at. % Cd) ,0; feels both an axial-
ly symmetric electric field gradient and a hyper-
fine magnetic field at room temperature and only
an axially symmetric electric field gradient
above the Néel point = 960 K. The measure-
ments on the first two compounds were intended
to check the whole experimental procedure and
apparatus. Our main interest was in the mea-
surement on the third sample.

The above compounds containing about 0.5 mg
of isotopically enriched (94 %) "°Cd were
irradiated for 5 min at a thermal neutron fluence
of 1.93X10*® s~'cm™? in the Kyoto University
reactor. A PAC spectrometer with a four BaF,
(1.5 ing X1 in) detector arrangement consisted

* Research Reactor Institute, Kyoto University, Osaka.

of specially designed digital modules and com-
mercially available analog modules, and was
connected to a personal computer. The coinci-
dence counts for detector combinations of 90 and
180 degrees were measured simultaneously as a
function of delay time between the emissions of
the 151 and 245 keV y-rays. Total measurement
time for each experiment was about 1 hour.
The measured time-differential PAC (TD-
PAC) spectra A,,G,,(¢) are shownin Fig. 1. For
CdO, no significant perturbation was observed,
as expected from its crystal form, A,G.. (=
0)=A,,~0.1 (Fig.1(a)). For Cd(OH)., the
perturbation characteristic of an axially sym-
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Fig. 1. TDPAC spectra of '"'Cd (5/2+) in CdO
(a) and Cd(OH), (b) measured at room tem-
perature, and a-Fe(2 at.% Cd).O; (c) at 1,023
K.
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metric electric field gradient was observed. The
frequency was about 70 ns, which is in conform-
ity with the value reported by another group,"
but the amplitude we observed was about a half
of the value of the group (Fig.1(b)). For a-Fe (2
at.% Cd),0,, measurements were made at room
temperature and at 1,023 K. Identical TDPAC
spectra were obtained at both temperatures. The
latter temperature was chosen to be higher than
the Néel point = 960 K, above which only axial-
ly symmetric electric field gradient is expected
to cause perturbation. However, almost no
anisotropy was observed in the spectra, irre-
spective of annealing done after the neutron
irradiation (Fig.1(c)). The observation indi-
cates that '"'"™Cd was not in the regular site of
iron in the matrix. This is in striking contrast to

the result on a-Fe('''In),0; obtained by using
no-carrier-added !''In. 29

We plan to study further on no-carrier-added
"mCd embeded in @-Fe,O, and other various
compounds, using the "*Pd(a,xn)*'™Cd reac-
tion and a radiochemical method for separating
1mCd from palladium irradiated at the cyclotron.
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[11-3-12. Preparation of No-Carrier-Added '''™Cd for the Measurement
of y-y Perturbed Angular Correlation

S. Ambe, Y. Ohkubo, M. Iwamoto, and F. Ambe

Commercially available!!'In is one of the most
convenient source nuclides for y-y perturbed
angular correlation (PAC) studies. This nuclide,
however, is known to give rise, in insulators, to
the smearing-out of PAC patterns due to the
aftereffects of its EC decay to !''!Cd, providing
little information on the electronic state of
11Cd.12 On the other hand, ''™Cd (half-life: 48.6
min), another ''Cd-PAC source nuclide, under-
going isomeric transition causes no serious after-
effects. The nuclide is produced by the '*°Cd(n,
¥)11'mCd reaction in a reactor, but is not obtained
in a state free from non-radioactive cadmium. In
this study we have established a procedure of
preparing no-carrier-added '''™Cd by using the
cyclotron, that is, by the Pd(a,xn)''™Cd reac-
tion. The pH dependence of adsorption of
divalent Cd* ion onto «-Fe,O; and its co-
precipitation behavior with ferric hydrox-
ide were also investigated for the PAC studies
on the adsorption structure of "'Cd** on the a-
Fe,0, surface and the defect structure of '*'Cd,*
in the bulk a-Fe,0;.

Pd foils (8 um) were irradiated with 40 MeV «
particles accelerated in the cyclotron. Since «
irradiation produces '°’Cd (half-life: 6.5 h) along
with '"Cd, we used both nuclides as tracers;
thus, we refer ''"™Cd and '*"Cd to as Cd*.

The Pd target was heated in a quartz tube with
a glass cold finger under a rotary pump vacuum
(8-11 Pa). The sublimation yield of Cd* was
determined in order to find the optimal tempera-
ture for expelling Cd* from the target by measur-
ing the y rays from Cd* with a Ge detector
installed under a furnace. Stepwise elevation of
heating temperature showed that marked subli-
mation of Cd* starts at around 1,000°C. Above 1,
050°C Pd was markedly sublimated. We, there-
fore, adopted 1,050°C as the temperature
for routine sublimation. We found that at
1,050°C more than 90% of Cd* was sublimated in
60 min and trapped on the cold finger.

Most of the Cd* deposited on the cold finger
with a minute amount of metallic Pd was dis-
solved in hot 1 : 1 nitric acid in 5 min. Palladium
and radioactive Ag produced by the (a, pxn)

%
o
)

Adsorption of Cd*(I1) (%)

Fig. 1. Adsorption of no-carrier-added divalent Cd* onto
a-Fe,0; from a 0.5 mol * dm=* NaNO; solution.

reactions were sublimated and dissolved
together with Cd* and completely eliminated by
0.01% dithizone-CCl, extraction after the solu-
tion was mixed with a dil. NaOH solution to be
pH 2.0.

In the adsorption experiment, 30 mg «-Fe,Os
powder was added to a 15 cm® Cd* tracer solu-
tion and the suspension was shaken for 1 h at
room temperature. Adsorption of divalent Cd*
onto a-Fe,0; was observed above pH 6.5,
increasing with pH to be virtually 100% above
pH 9 (Fig. 1). The adsorption curve is typical of
hydrolyzable metal ions. Irrespective of the dif-
ferent pH of adsorption, no thermal dissociation
of the adsorbed Cd* from «-Fe,O; was detected
on heating at 600°C for 20 min in air.

After addition of the Cd* tracer to a 40 cm?®
ferric nitrate solution (0.02 mol « dm™2), the Cd*
ions were coprecipitated with ferric hydroxide
by adding NaOH or NH,OH. More than 60% of
Cd* was coprecipitated, but about a half of Cd*
was lost when the sample was heated at 800°C for
30 min in air.

The "'"Cd on the surface and in the bulk of
a-Fe,0, will be subjected to PAC measurement
in the near future.
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IlI-4. Radiation Chemistry and Radiation Biology

1. High-Density Excitation by Heavy lon: Techniques and Measurement of
the Fast Emission Decay of BaF, Single Crystal

K. Kimura, T. Suzuki, K. Watanabe, K. Uehara, and H. Kumagai

Ions of energies lower than few eV/amu may
induce many particular elementary processes in
condensed matter, e.g., charge transfer, collec-
tive excitations, wake-field, and comboy-electron
effect. These processes may conceal possibilities
to give rise to chracteristic radiation effects to
matter, though such effects have not yet been
found. However, a principal part of radiation
effect in condensed matter is considered to be
high density excitations, because primaly col-
lisional events, as well as processes afore-
mentioned, lead to excited states of an outermost
shell via electron cation recombination and cas-
cading internal conversion. The maximum
energy-deposition by heavy ion amounts to as
large as thousands electron volt per Angstrom at
an ion track termination. This may imply that
only excited states are contained in a track ter-
mination. Therefore, it may be possible that the
concentration of excited states exceeds that of
the ground state near the track termination, and
hence more than two excited states can collide in
their lifetimes. Our previous work shows that
short-lived free excitons of few ps in alkali
halides collide with each other to give an LET-
dependent ratio of yields between self-trapped
excitons.” Thus, the decay modes of excited
states are in general different from those of
spontaneous ones, and lifetimes are shortened
with density. Decay measurement is one of the
methods to investigate the effect of high-density
excitation by heavy ions. For this aim, we devel-
oped equipment for subnanosecond emission-
decay measurement which can operate not only
without any improvement of an accelerator but
also operate using radio isotopes as an irradia-
tion source.”? The equipment was applied to a
single crystal of BaF,, which has recently
attracted special interest, because of its extraor-
dinarily fast emission decay at 2,200 A.»

We adopted a single-ion hitting and single-
photon counting technique developed previous-
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Fig. 1. A block diagram of the detectors and circuit. A
cryostat was set as described in Refs. 3,7, and 12. H,
stand for the static magnetic field; MCP, a multi-
channel plate; TAC, a time-to-amplitude converter;
CFD, a constant fraction discriminator; OMA, a optical
multi-channel analyzer.
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ly,” and improved detectors for ions and photons
at same time. As shown in Fig. 1, an incident ion
passes through orifices of two coaxial copper-
cylinders before hitting a target. A thin carbon
foil of 10 micro g/cm? is attached on the entrance
orifice (0.5 mm in diameter) of the outer cylin-
der. Secondary electrons emitted from the car-
bon foil were accelerated to 2 keV between the
outer and the inner cylinders, bent by 90 degree
by a magnetic field, monochromatized by cut off
with an orifice (1 mm in diameter), and excited
MCP. This system was termed FASD (fast
secondary-electron detector). Other timing pulses
were generated by single photon detection using
a photomultiplier (MCP-installed Hamamatsu
R1564u of a rise time of 220 ps).

As shown in Fig. 2, a time integrated spectrum
shows only one broad peak at about 3,100 A, but
no prominent peak at 2,200 A, in contrast with
the case of electron and photon irradiation.*s A
shoulder could be recognized near 2,200 A at
most by a plot of the rises near time 0. Thus, a
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Fig. 2. Time resolved spectra of N-ion irradiated BaF,
at room temperature. Time integrated spectrum mea-
sured by a monochromator and OMA is also super-
posed at 80 ns.
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Fig. 3. Logarithmic plot of emission decay of BaF,
2,200 A emission; a straight line is the best fit of the
slow component.

fast decay component at 2,200 A is suppressed in
intensity with ion irradiation and also possibly
broadened.

A logarithmic plot of the fast decay at 2,200 A,
Fig. 3, shows that the decay consists of two
exponentials of half lifetimes of 250+50 ps and
324+0.7 ns. The slow component is considered
due to the stray of 3,100 A emission because
resulting from the use of a band-path interfer-
ence filter at 2,000 A.

The emission at 2,200 A was suppressed by
lowering temperature and disappeared at 4.2 K
in contrast with alkali halides. Similar tempera-
ture dependence was observed for the intensity of
the 3,100 A peak. Relative intensities to that at
room temperature were about 0 at 4.2 K, 0.2 at
97 K, 0.29 at 142 K, 0.34 at 188 K, and 0.67 at

233 K.

The emission at the 2,200 A peak is explained
to originate in a crossover transition from
valence electron of F~2p to an inner shell
vacancy of Ba?*5p.*® The present results, the
linear and fast decay, may support this model.
The lifetimes for X irradiation” and electron
irradiations,® however, are reported to be 600 ps
and 880 ps, respectively. It is a important prob-
lem to be resolved whether this discrepancy
between the electron or X-ray and heavy-ion
irradiation is due to LET or caused by poor
resolution. The LET dependent suppression of
the 2,200 A emission is also curious, which
cannot be explained on the basis of simple den-
sity effect such that a density of F~2p electrons is
lowered considerably because of high density
excitation by heavy ions, because the suppres-
sion was at maximum for alpha particles whose
LET is considerably lower than that of Ar ion. In
addition, no significant difference was recog-
nized between 5 and 10 MeV/amu alpha-
irradiations despite the latter’s larger delta ray
effect and lower LET. The result seems to sug-
gest that an increase in LET increases radiative
processes in a crossing manner to quenching
processes. Also, the result that the temperature
dependence is rather reverse to the case of alkali
halides means that formation mechanisms of free
and self-trapped excitons are completely differ-
ent from those in alkali halides. Details are
discussed in Ref. 1. The formation mechanisms
of excitons along with the LET effect afore-
mentioned is a interesting problem to be solved.
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[11-4-2. LET Dependence of Cellulose Triacetate Film Dosimeter
Response for lon Beams

H. Sunaga, R. Tanaka,* K. Yoshida,* and I. Kohno

A commercial cellulose triacetate (CTA) film
dosimeter FTR-125 has been widely used in radi-
ation processing using electron beams and
gamma rays. We examined if the dosimeter is
applicable conveniently to ion beams.

In a previous report" on the characteristics of
CTA film dosimeter for proton beams, we found
that the value of AOD (difference in optical
densities at 280 nm) per unit dose measured with
5 MeV protons, was smaller those with 8 and 15
MeV protons, suggesting LET dependence.

To study the LET dependence of CTA film
dosimeter in the high LET region, we measured
the dose responce for ion beams with different
LET, i.e., 30-MeV helium, 80-MeV carbon, and
80-MeV nitrogen ions.

A CTA film of 125 xm in thickness and 8 mm
in width was mounted on a cylindrical holder of
a rotation type irradiation apparatus for uniform
irradiation.” The apparatus was set at the No. 2
course of the cyclotron. All samples were
exposed in vacuum.

The ion fluence was evaluated from the ratio
of a total charge impinging on the sample holder
to an effective irradiation area. The dose
absorbed in a CTA sample was estimated from
the mass stopping power of the sample by a
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Fig. 1. Relation between absorbed dose and the
AOD’s in CTA samples irradiated with various
ions, in comparison with the results obtained with 2
MeV electrons and 5, 8, and 15 MeV protons.

* Takasaki Radiation Chemistry Research Establish-
ment, JAERI.

computer program OSCAR. We took the values
of mass stopping power of 214, 2,120, and 3,260
MeVg~'cm? for 30-MeV He ions, 80-MeV C ions,
and 80-MeV N ions, respectively.

Figure 1 shows the relations between the
absorbed dose and the AOD’s in CTA samples
irradiated with various ions, in comparison with
the result obtained with 2 MeV-electrons and 5, 8,
and 15 MeV protons. The K-value (defined by
AOD/10 kGy) decreases with increasing LET,
and linear dose dependence was observed for
heavy-ion beams with LET higher than that of
the proton beams.
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Fig. 2. Dependence of the K-value (AOD/10 kGy) on

the initial LET for the various ions and 2 MeV
electrons.

Figure 2 illustrates the dependence of the
K -value on the initial LET for various ions and
electrons, showing that the K-value decreases
remarkable with increasing LET in the region of
90-200 MeVg~'cm? and that the rate of decrease
becomes low at higher LET’s.

For practical ion beam dosimetry.using CTA
dosimeter, further dosimetry characterization
will be necessary for dependence of the dose
response on effective LET, the useful ranges of
absorbed dose and LET, and the dosimetry un-
certainty.
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[11-4-3. Proton Irradiation Effects on Mechanical
Properties of Aromatic Polymers

T. Sasuga, S. Kawanishi,* M. Nishii, T. Seguchi,* and I. Kohno

For evaluation or selection of polymer mate-
rials used in space as the components and equip-
ments of artificial satellites, knowledge about
the radiation damage induced by high energy
ions is needed. Primary experimental results on
proton irradiation effects were described in the
previous report,” in which the changes in
mechanical properties of a variety of aliphatic
polymers were studeid and compared with those
obtained by electron irradiation. The radiolysis
yields of organic liquids are known to alter by
linear energy transfer (LET),>® while small or no
LET effects were observed on the aliphatic poly-
mers between 8 MeV proton and 2 MeV electron
irradiation even though protons have LET 30
times larger than that of electrons. Our experi-
mental results® suggest that (1) there is no signifi-
cant defference in crosslinking/chain scissions
ratio, or (2) the differences in the chemical reac-
tions in micro domains are not directly reflected
on mechanical properties.

In the present study, we carried with four
aromatic polymer films different in structures
from those used in the previous study" and
compared with the results of electron iradiation.
The polymers used were polyethylene-
terephtalate (PET), polyethersulfone (PES), bis-
phenol A based polyarylsulfone (U-PS), and
polyarylester (U-polymer). These polymers were
obtained in a film form with 1004m in thickness.
The chemical structures are shown in Fig. 1.
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Fig. 1. Chemical structures of polymers used.

* Takasaki Radiation Chemistry Research Establish-
ment, JAERI

Proton irradiation was performed with a beam
of 8 MeV accelerated with the cyclotron in the
specially constructed chamber reported previ-
ously.? The fluence rate was about 13 nC/ (cm?s).
Electron irradiation was carried out under a
helium gas flow with a 2 MeV electron beam ob-
tained from an accelerator at JAERI Takasaki.
The electron fluence rate was 1.07xC/ (cm?s).
Irradiation effects were evaluated by tensile tests
at a cross head speed of 200 nm/min at 25°C for
the specimens cut into an ASTM D-1822 type
dumbbell.

The absorbed dose D (kGy) for protons was
calculated from the relation:

D = SXQ

where S (MeV cm?/g) is the mass collision stop-
ping powere and @ (uC/cm?) is the fluence. The
stopping powers were calculated by Bethe’s
equation as listed in Table 1. The absorbed dose
(D.) in the electron irradiation was measured by
use of a cellulose-triacetate (CTA) film
dosimeter and was corrected for the stopping
powers of each polymer for 2 MeV electrons.

Table 1. Stopping powers of the polymers for 8
MeV protons and 2 MeV electrons.

Polymer Stopping power (MeV - cm?/g)
for protons for electrons
PES 48.9 1.78
U-PS 49.6 1.78
U-polymer 50.4 1.78
PET 50.1 1.78

Figure 2 shows the variations in the tensile
strength and elongation at break as a function of
proton and electron doses for PET. In proton
irradiation, the decrement of the tensile strength
with dose is less and the decrement of elongation
with dose is rather larger than those for electron
irradiation. The polymer chain of PET is com-
posed of aromatic and aliphatic units. The result
for PET indicates that LET of radiation affects
change in mechanical properties.

The result for U-PS, which is composed of only
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Fig. 2. Tensile properties as a function of dose for
PET films irradiated with 8 MeV protons (¢) and
2 MeV electrons (D).
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Fig. 3. Tensile properties as a function of dose for
U-PS films irradiated with 8 MeV protons (©) and
2 MeV electrons (D).

aromatic units, is shown in Fig. 3. The dose
dependence for the two tensile paramaters is
almost the same up to 1 MGy in proton and
electron irradiation, but above 1 MGy the
decreasing rates of the strength and elongation
per dose in proton irradiation become less than
those in the electron irradiation, indicating that
the radiation effects decrease with increasing
LET. The same results also were obtained in
PES and U-polymer. From the results of ali-
phatic polymer" and PET, the LET effect seems

to increase with increasing aromaticity.

Figure 4 shows the gel fraction of U-PS as a
function of dose. In electron irradiation, no gel is
formed, but in proton irradiation the gel content
increases with dose. This finding shows that
crosslinking takes place in proton irradiation.
The smaller decrement of the strength and elon-
gation in proton irradiation than in electron
irradiation would be caused by increase in the
probability of crosslinking.

In general, radiation effects in a condensed
phase with high LET irradiation is characterized
by high density excitation and high probability
of recombination in the supr.?® The results in
Figs. 2 to 4 could be interpreted in terms of the
increase in the probability of bimolecular recom-
bination of excited molecules, like in benzene.
However, this model fails to interpret the experi-
mental results for aliphatic polymers; the other
mechanism also has to be taken into account for
the interpretation of the LET effects on polymer-
ic materials.
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Fig. 4. Gel fraction as a function of dose of U-PS
films irradiated with 8 MeV protons (o) and 2
MeV electrons (D).
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[11-4-4. An lrradiation System for Biological Samples and Dosimetry
at RIKEN Ring Cyclotron

I. Kaneko, T. Kosaka, T. Kanai, Y. Yamada, Y. Ikegami,
T. Watanabe, S. Watanabe, K. Nakano, K. Eguchi-Kasai,
T. Katayama, F. Yatagai, T. Takahashi, and K. Hatanaka

In a previous papar, ? design and construction
of an irradiation system for biological samples
were described. In the present paper, a prelimi-
nary test of the system and the methods of
dosimetry at RIKEN Ring Cyclotron facility are
presented.

The beam port for biological research is com-
posed of an apparatus for making a homogene-

ous irradiation field and a beam monitoring
system. To make an irradiation field equal to the
size of a culture dish of 35 mm in diameter, a
wobbler scanning magnet was constructed. The
energy of an Ar ion beam used in the present
experiment was ~26 MeV/u. The beam was
allowed to pass through a quadrupole-triplet
magnet and focussed either on a sample dish
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- c Ionization
Seattering Fol Viewing port Viewing port PPA Chamber
Wobbler . g ro Gauge port Al Absorber
Magnet 5 mm/s 815

Fig. 1. Schematic diagram of the beam port for biological research.

containing a sample or on a zinc sulfide monitor
(Fig. 1). The beam was focused by monitoring a
beam profile on the ZnS monitor with a tele-
vision camera. A beam passing through a verti-
cal and a horizontal magnetic fields of the wob-
bler magnet produced a bright circle on the ZnS
monitor because of the circular motion of the
beam due to the sinusoidal magnetic fields (Fig.
2). In homogeneous irradiation, a gold scattering
foil of 34 gm in thickness was inserted immedi-
ately after the wobbler magnet. The beam
showed a gaussian profile and, by its circular
motion, gave a nearly homogeneous irradiation
field when a flight path length was ~ 2 m. The
beam monitoring system is composed of a
parallel-plate avalanche counter (PPAC) and an
ionization chamber. The PPAC was used for
both beam profile monitoring and measurement
of the beam intensity.? The beam profile dis-
played every 5 s on a CRT of a minicomputer
was found nearly homogeneous in some cases;
further improvement is required for constant

X Time

Fig. 2. Time-dependent magnetic field of
the wobbler magnet and the circular
motion of a beam.

homogeneity. A mechanical device for exchang-
ing Al absorbers of various thicknesses and an
ionization chamber were set outside the irradia-
tion window located at the end of the vacuum
window (a 20 gm Ti foil). The ionization cham-
ber made of two parallel aluminized Mylar films
of 4 um in thickness, which were fixed 2 mm
apart, was filled with atmospheric air.

The irradiation chamber was constructed from
materials which are not toxic to cell growth and
can be sterilized to prevent biological contamina-
tions. Nine samples in culture dishes were set on
an aluminum holder, and each sample was suc-
cessively irradiated according to the preset num-
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ber of counts of the PPAC. The temperature of
the chamber are controllable at 30-37°C for the
optimal growth conditions. To investigate the
synergistic action of hyperthermia and radiation,
the temperature of the chamber is adjustable in
the range of 37-45°C within £0.05°C. The damage
of high molecular-weight molecules such as nu-
cleic acids and protein in the cell and their repair
process can be investigated below 4°C to prevent
repair during exposure by blowing air at a desir-
ed temperature into the irradiation chamber; the
air should contain 5% CO, to maintain desired
pH in a culture medium. For the measurement of
the oxygen enhnacement ratio and for the test in
hypoxic radiosensitizers, N, gas containing 5%
CO,, instead of air, should be used.

Comparing the beam intensities measured with

the PPAC and with a CR-39 track detector in the
dish of the sample, we found that the number
density of etch pits observed on the CR-39 track
detector was in agreement with the number of
counts of the PPAC within ~10%. The Bragg
curve was successfully observed by inserting Al
absorbers of different thicknesses with the ion-
ization chamber whose current was normalized
to the PPAC counting rate.
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[11-4-5. Parallel Plate Avalanche Counter for Dosimetry in the
RIKEN Ring Cyclotron Biology Facility

H. Kumagai, Y. Yamada, N. Tajima, T. Kosaka,
K. Nakano, F. Yatagai, and T. Takahashi

A position-sensitive parallel-plate avalanche
conter (PPAC) was designed and constructed for
dosimetry in RIKEN Ring Cyclotron biology
facility. As shown in a separate paper? in this
volume, homogeneous irradiation of Ar ions was
attempted by using a wobbler magnet and a
scattering foil, but beam homogeneity over the
area of a biological sample was not easily attain-
able. PPAC is expected to be useful to obtain
information on the homogeneity as well as on the
precise flux of the beam on a sample.

(1) Construction of PPAC

PPAC is suitable for counting very high rates
since the pulse width of its output is of several
nanoseconds. It is also suitable for detecting
heavy ions of several tens of MeV/u, because
output signals are sufficiently large but energy
loss is negligibly small, when the ions traverse
through the PPAC. As shown in Fig. 1, the PPAC
is composed essentially from an central anode
foil and two outer foils with sensitive areas of
50X 50 mm?® The anode is made of 2 um myler
foil, both sides of which were deposited with gold
to 40 pg/cm? in thickness. The cathodes are
made of 2 ym myler foils, one side of which was
deposited with gold to 80 xg/cm? in thickness,

using a mask with ten stripes. Ten gold stripes of
4.5 mm in widths, each having intervals of 0.5
mm, were formed as cathodes on the foil to get
position information of the x or vy axis. The
distance between the cathode and the anode was
3 mm and the anode bias of 600 V was applied
when 26 MeV/u Ar ions were used. Isobutane of
about 6 torr was used as a counter gas.
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Fig. 1. Schematic view of two-dimensional PPAC.
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Fig. 2. Block diagram of the electronics of the beam profile monitor.
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(2) Beam profile monitor

The block diagram of electronics for a beam
profile monitor is shown in Fig. 2. The output
pulses of the anode were amplified 100 times with
a preamplifier and a fast main amplifier. After
discrimination of noise signals, the anode pulses
are converted to fast NIM signals and counted
with a 24 bit scaler. The total counts of the anode
signals were used to estimate doses. The output
pulses from the x or y cathode are amplifed 100
times with a preamplifier and an inverting ampli-
fier, and are converted to fast NIM signals with
a discriminator. The signals from the x axis are
counted with a 10 channel scaler for the x axis
(x-scaler), when the x signal coincides with a
signal from the Y5 or Y6 cathode (Fig. 1). Thus,
the position information along the x axis (50 mm
long and 10 mm wide) is available from the
number of counts of the 10 chennel x-scaler. The
position information along the vy axis is also
available from a 10 channel scaler for the vy axis,
because the signals from the y axis are counted
with a y-scaler, when the y signal coincides with
a signal from X5 or X6 cathodes (Fig. 1). The
beam profiles for the x and y axis are displayed
on a CRT of minicomputer PC9801.

(3) Linearity between the counting rate of

PPAC and the beam intensity

To obtain a dose from the counting rate of
anode signals of PPAC, it is necessary to confirm
the linearity of the relation between a counting
rate and a beam intensity. In 1985, we confirmed
the linearity up to 2X10° cps by using He ions
from RILAC;? however, sufficient accuracy was
not obtained because beam intensity was mea-
sured with a Faraday cup. In the present work,
we have examined the relation between the
counting rate of PPAC and an ion current from
an ionization chamber. The ionization chamber
is made of two parallel aluminized myler films of
4 gm in thickness fixed 2 mm apart, and is filled
with 1 atm air. Figure 3 shows the relation

104
HH
103 :
2
§ 2 B
s 10“ 3 s
5 2
c bE1 |
Qo
5
=
c
s 1ol 2 :
5
§ 1)
5 -
0
10
H
Hi m
1071 y

L]
102 108 104 10% 108
Counting Rate of PPAC (cps)

Fig. 3. Relation between the counting rate of PPAC
and the current of the ionization chamber.

between the counting rates of PPAC and ioniza-
tion currents from the ionization chamber for 26
MeV/u Ar ions. We found that good linearity is
held in the range from 10? to 4 X 10° cps within =
3% errors. Electric charge produced by an Ar
ion, when it passed through the ionization cham-
ber, was found to be 6.49 X 10~** C/particle, which
is in rough agreement with a calculated result,
i.e., 7X107'5 C/particle. The calculation is based
on W=35eV and S=6.0 MeV/(mg/cm?), where
W and S are the W-value and the stopping
power in air, respectively, for 25 MeV/u Ar ion.
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[11-4-6. Combined Effect of cis-Diamminedichloroplatinum
and Heavy lons on Mammalian Cells In Vitro

M. Suzuki, S. Yamashita, K. Nakano, and I. Kaneko

Many experiments were carried out on the
combined effect of X-rays and c¢is-dichloro-
diammineplatinum (CDDP) on mammalian cells
in vitro as summarized below. (1) The synergism
which reduced the extrapolation number of a
survival curve was found from the treatment
with CDDP within two hours after X-ray
irradiation.” (2) CDDP plays a role as a radiosen-
sitizer for hypoxic cells.?¥ (3) The recovery from
sublethal damage (SLDR) and from potentially
lethal damage (PLDR) was inhibited by CDDP
treatment.*¥ These results prompted us to carry
out studies of the combination effects of CDDP
and heavy ions in relation to the cancer radio-
therapy using heavy ions.

Chinese hamster V79 cells were cultured in
Eagle’s minimum essential midium supplemented
with 109 fetal bovine serum in a 5% CO; incuba-
tor at 37°C. The cells were inoculated onto cover
glasses of 22 mm in diameter attached to plastic
dishes of 35 mm in diameter with silicon grease
at a concentration of 1xX10* cells per dish. After
15 h incubation, cells were irradiated to various
doses with heavy ions (95 MeV nitrogen ion or 22
MeV helium ion) from the cyclotron. Before
irradiation, cells were addgd with CDDP of 5 ug/
ml and kept for one hoursat 37°C. After CDDP
treatment and irradiation, the cells were trypsin-
ized and seeded onto 60 mm plastic dishes. Cul-
tures were incubated for 7 days in a CO, incuba-
tor at 37°C to form colonies. The colonies were
fixed, stained, and then counted. We assessed the
combined effect by calculating the surviving
fraction (S. F.) given by

the number of colony counted
S.F _(treated with radiation & CDDP)
e the number of colony counted
(treated with CDDP)

Figure 1 shows the cytotoxicity of CDDP on
V79 cells treated with various concentrations of
CDDP at 37°C for one hour. The results indicate
that the survival curve has an initial shoulder at
low concentrations of CDDP and at high concen-
tration (25 xm/ml) becomes exponential.

Figure 2 (a and b) shows the combined effect of
He ion and CDDP. The synergism was found in

both cases of the CDDP treatment before and
after irradiation. In the case of the CDDP treat-
ment before He-ion irradiation, an extrapolation
number (% value) was 3.5 and the D, value (D,
was determined from the straight portion of the
survival curve as the dose required to reduce the
number of surviving cells to 37%) was 0.75 Gy
(Fig. 2a). The » value is the same, but the D),
value is 0.68 times smaller than that of untreated
case (D,=1.1 Gy). The results indicate that
radiosensitivity becomes high by treating with
CDDP before He-ion irradiation. In the case. of
the CDDP treatment after He-ion irradiation, the
n value is 1.0 and the D, value is 0.90 Gy (Fig. 2b).
The initial shoulder of the survival curve van-
ishes to be the same as that in the untreated case
(n=23.5; Fig. 2b), indicating that SLDR is inhib-
ited by the treatment with CDDP after He-ion
irradiation.

Figure 3 (a and b) shows the combined effect of
N ion and CDDP. The results indicate that the
synergism is found in both cases of the CDDP
treatment before and after irradiation. The D,
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Fig. 1. Dose response curve of V-79 cells exposed to
CDDP for 1 h at 37°C. Results are presented as the
means = S.F. of three independent experiments.
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Fig. 3. Combined effect of CDDP and N-ion irradiation. (a), treated with CDDP
of 5 um/ml for 1 h at 37°C (A) 4 h before irradiation; (b), treated with CDDP
of 5 gm/ml for 1h at 37°C (a) 3 h after irradiation; Dashed line, CDDP
untreated.
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I11-4-7. Dependence of the Strand Breakage in DNA on Radiation Quality

I. Kaneko, T. Kosaka, K. Nakano, K.F. Barverstock, and C. McCintyre

Energy transfer along DNA molecules follow-
ing the deposition of ionizing energy has been
postulated to be a possibly influential mechanism
in radiobiology. The existence of such processes
has not yet been unequivocally demonstrated.
With a view to testing for such processes a dry
DNA/salt film matrix has been adopted which
optimises those mechanisms which follow ioniz-
ing energy that is directly deposited in the DNA.
A technique for assessing the full distribution of
the broken fragments of irradiated DNA has also
been developed using the electron microscope
imaging technique. In experiments carrid out so
far these two techniques together have demon-
strated that following irradiation with cobalt 60
y-rays abnormal distributions of fragment
lengths are obtained. There are two main pro-
posals to account for these observations namely,
a) that the track structure of the radiation and
the geometric distribution of the DNA molecules
in the target film interact in such a way as to
generated abnormal distribution or b) that
energy transfer processes within the DNA are
operating and that the sites of damage are not
necessarily the sites of energy deposition. Either
hyposthesis would have considerable implica-
tions for the understanding of radio-biological
mechanisms."

In investigating further the two hypotheses the
most favoured variable is radaition quality. For
this reason a series of experiments involving a
range of charged particles of different masses
and velocities is proposed. The most interesting
qualities lie in the range of energies from 0-10
MeV /amu and ions of up to 40 atomic mass units.
Such radiations are best obtained from various
variable energy cyclotrons. Within these limits a
wide variation inthe spatial distribution of ioniz-
ing events can obtained. Track structure models
are available and would enable a detailed inter-
pretation of the results in terms of clearly
defined physical parameters.

A further variable which has been found to be
interesting is the size of the DNA molecule.
Currently available techniques enable us to
manufacture molecules, both linear and circular,
in range of lengths from submicron to the order

of tens of microns. A further variable is the
water content of the DNA film which can be
controlled by manipulating the relative humidity
of the enviroment in which the film is contained.

Experiments of this kind are important in
radiobiology since the implicit assumption of
many models used to extrapolate over the vari-
ables of dose, dose rate and radiation quality rely
on the assumption that damage occurs in cells at
the sites of energy deposition. Such models are of
importance for radio-biological protection and to
our understanding of the mechanisms of radia-
tion induced cancer.

In these experiments we have used a super-
coiled plasmid DNA (pSVL plasmid, Pharmacia
Co.) with salt to ratios of 0.2:1,1:1,and 10 : 1
by weight. Isolation of the DN A was carried out,
as described in the NACS Application Manual
published by BRL, to achieve a preparation
containing a high proportion of supercoiled
molecules. Prior to irradiation DNA was ethanol
precipitated and resuspended in the appropriate
strength NaCl solution free from contaminating
enzymes. This solution was dried down under
controlled humidity to form a dry DNA salt film
matrix.

DNA samples mounted on thin glass cover
slips were attached to the bases of plastic petri
dishes designed to fit standard irradiation
holders. These vessels were flushed with air at
room temperature and relative humidity of 75%.
Irradiations using 5.5 MeV/u and 1.75 MeV/u
a-particles, 26 MeV/u Argon ions, and *Co
y-rays were carried out. Dose rates in the range
of 30 to 80 Gy/min were employed.

Each sample was dissolved overnight in 75l
of 1.0 M NTEB (1 m NaCl in 10 mwm tris (pH 7.6)
and 1 mm EDTA). The preparations were ana-
lyzed by gel electrophoresis on a 0.8% agarose
gel in the presence of ethidium bromide. Polaroid
photographs were scanned on a densitometer and
the proportions of the different forms of DNA is
determined by measuring the area under each
peak with a SEESCAN image analyzer.

Irradiation of samples at the three salt/DNA
ratios with 5.5 MeV/u a-particles indicated con-
siderable cross-linking of DNA at the two lower
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ratios. Neary, e/ al.? noted that some cross-
linking in their analysis and this is probably due
to the low salt to DNA ratio used. In earlier
experiments with y-rays we have observed no
marked influence on the frequency of strand
breakage of salt concentration and the relative
absence of cross-linking at ratios of 10 : 1 has the
advantage of improving the reliability of the
analysis.

Single strand breaks were measured using
electrophoresis to determine the loss of the super-
coiled form of the plasmid and the efficiency of
breakage for the three qualities of radiation are
given in Table 1. These results are not keeping in
data of other investigator who showed that sin-
gle strand breaks increased with increasing
LET.?” To determine single strand breaks Neary,
et al. denatured the DNA in alkali and measured
the distribution of lengths of <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>