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AUTHOR INDEX
I. INTRODUCTION

This Annual Report covers the activities of the RIKEN Accelerator Research Facility for the year of 1991. The major facility available is an intermediate-energy heavy-ion accelerator complex consisting of a central booster accelerator, RIKEN Ring Cyclotron (RRC), and two injectors, a heavy-ion linear accelerator (RILAC) and an AVF cyclotron (AVF). Heavy ions to be accelerated up to 135 MeV/nucleon have been served for a variety of disciplines including nuclear physics, atomic physics, nuclear and radiation chemistry, condensed matter physics, and radiation biology. The RILAC has been also used in a stand-alone mode for atomic physics and other fields of application. On the other hand a separate use of the AVF is yet to start next year. In addition, a 1-MeV Tandetron is in operation.

Users of the facility have ranged over 11 among 50 laboratories in RIKEN. There has also been a large participation of outside users: About 240 researchers and 70 graduate students from domestic institutions have joined in the activities at the Facility. International collaborations with groups from more than 15 laboratories were also encouraged and promoted on the basis of institutional agreements or individual initiatives.

The Report also includes R & D works and construction status reports of two developing projects: One is the joint project between RIKEN and Japan Atomic Energy Research Institute (JAERI) to build an 8-GeV synchrotron radiation source (SPring-8) at the site of Harima Science Garden City, Hyogo Prefecture. The other is an international project between RIKEN and RAL (U.K.) on muon science. An intense pulsed muon beam is to be facilitated using the RAL synchrotron.

The accelerators have worked nicely through the year. The beam hours for experiments with RRC have nearly reached a level of 5000 hours per year. Installation of an ECR ion source (NEOMAFIOS) at RILAC has significantly improved beam properties of heavier ions. Ions as heavy as \(^{166}\text{Er}\) have been used for an experiment. Meanwhile acceleration of protons has been tested successfully at different energies. In order to gain a broader prospect for hydrogen-beam experiments a polarized ion source is under construction at the AVF to be completed next spring.

There have been also steady developments with the experimental apparatus at RRC beam channels. In particular construction of a large-acceptance magnetic spectrometer has been completed. This is installed downstream of a projectile-fragment separator, RIPS, to serve for exclusive measurements of secondary reactions with radioactive beams. An on-line mass separator, GARIS-IGISOL, has improved in transmission efficiency significantly. Another spectrometer called SMART, a Tandem-type high-precision charged-particle analyzer, has started its operation for experiments.

Experimental studies on nuclear physics have been made primarily using beams from RRC, consuming about 70% of the whole RRC beam hours. Emphasis has been placed on the studies on and with unstable nuclei. The fragment separator RIPS has continuously played the major role by supplying intense high-energy beams of radioactive isotopes. Nuclear density distribution and giant resonances of neutron-halo nuclei have been extensively studied through inclusive and exclusive measurements. A study of sub-barrier fusion reactions with extremely-neutron rich nuclei is under progress. Cross-sections of astrophysical interests were measured for several reactions involving unstable nuclei. In particular use of electro-magnetic dissociation process as an inverse radiative capture reaction was appreciated. A new method to produce spin-polarized unstable nuclei through projectile-fragmentation has been established: Measurements of g-factors of exotic nuclei were successfully started with such beams. Another unique approach to polarize unstable nuclei is under study, applying a laser optical pumping method to isotopes implanted in semiconductors.

While RIPS cover relatively light isotopes heavy isotopes were studied using GARIS-IGISOL. A challenging program to search for super-heavy elements (SHE) has been continued. A possible new scheme based on a particular type of reaction process is under investigation to enhance the production and survival probabilities of SHE. The isotope separator was also used to study other heavy nuclei such as non-
volatile Hf isotopes and tin isotopes close to $A = 100$. An interesting attempt to produce beams of high-spin isomers has yielded a promising result. A fairly intense beam of $^{144}$Pm isomers with spin of about 30 $\hbar$ was obtained. With improved intensity this would serve to produce extremely-high-spin states at relatively low excitation energies via secondary compound reactions.

The first experiment with SMART was performed on $(d,^2$He) and $(d, d^* (S = 0, T = 1))$ reactions by exploiting the wide momentum acceptance and easy access to neutron detection. Spin-isospin response is the issue of primary concern.

The activities on theoretical nuclear physics have been largely enhanced by a recently organized group consisting of three visiting professors and six post doctoral fellows. The subjects involve not only heavy-ion physics but also other aspects such as QCD nuclear phenomena and nuclei with strangeness.

Experiments on atomic physics were performed using RRC, RILAC and also the AVF ECR ion source by itself. Emission processes of $\delta$-rays in high energy atomic collisions were investigated with RRC. A detailed study of collision mechanism was performed at RILAC by observing impact parameter dependence of inner-shell ionization. Beam foil spectroscopy continued with RILAC Cr beams. Spectroscopy of doubly-excited states of He-like ions was performed with ECR. Micro cluster formation at energetic heavy-ion impact was studied with RILAC. Crystallization of Kr was studied using the Tandetron.

The major effort on muon research has shifted towards construction of the new beam channel at RAL. Meanwhile a production scheme of ultra-slow $\mu^-$ beam has been tested at RRC. Studies on muonic molecules are in progress in relation to muon catalyzed fusion.

Studies of nuclear and radiation chemistry have continued with various methodologies. Mössbauer and perturbed angular correlation techniques were used to study the properties of magnetic and high-$T_c$ superconducting materials. Rutherford scattering and PIXE techniques were applied to the impurity and composition analysis of high-purity industrial materials and environmental and geological samples. Positron annihilation analysis continued to probe dislocation in semi-conductors. A major effort was placed on development and application of a "multi-tracer" method in which a large variety of radioactive isotopes produced in high-energy heavy-ion reactions are used simultaneously as tracers. The new method has been proved to be an effective and useful means to study circulation of elements in vegetation and geographical environments.

Studies of radiation biology were performed in two aspects, space biology and radiotherapy. Effects of irradiation of high-energy heavy ions were studied on biological samples such as spores, beans, and shrimp eggs to simulate the effects of cosmic rays. Basic studies on heavy-ion cancer therapy were carried out by irradiating mice, mammal culture cells and so on at RRC.

Our scientific activities have involved a large number of seminars, workshops and symposia held at or organized by the Facility. In particular we were happy to promote the 4th international conference on Nucleus-Nucleus Collision on the basis of recent developments on heavy-ion nuclear physics at our facility. It was held successfully in June at Kanazawa with a large number of participants and lively reports and discussions.
II. OPERATION OF ACCELERATORS

1. RRC Operation


Figure 1 summarizes the change in yearly operation hours of the RRC from 1987 to 1991 (as for 1991 see the figure caption). Since 1990 routine machine-time schedule for the year has almost been established, because there have been no interruptions due to construction works.

In these two years extensive improvements have been made for the whole parts of the machine; this work was very effective in quick start-up, stable operation, and easy maintenance. Thereby hours for tuning and breakdown have been cut back so that total effective hours for users are likely to reach nearly 5000 hours in 1991. These hours have been devoted to carry out nuclear (70 % in portion) and non-nuclear (30 % in portion) experiments. The AVF-injected beam time has exceeded the RILAC-injected beam time in a ratio of 7 to 3. Regular long-term overhauls were carried out for 3 weeks in the winter and 6 weeks in the summer.

In Fig. 2 new beams from December 1990 through October 1991 are plotted in the available region of an energy-mass space together with the beams accelerated so far. Table 1 lists these new beams as well.

Table 1. New RRC beams in December 1990-October 1991.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Charge</th>
<th>RF F (MHz)</th>
<th>h</th>
<th>Energy (MeV/nucleon)</th>
<th>Intensity (pA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>1</td>
<td>24.6</td>
<td>5</td>
<td>70</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>36.7</td>
<td>5</td>
<td>210</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>42.2</td>
<td>5</td>
<td>270</td>
<td>-</td>
</tr>
<tr>
<td>d</td>
<td>1</td>
<td>32.0</td>
<td>5</td>
<td>130</td>
<td>10</td>
</tr>
<tr>
<td>59Ni</td>
<td>13</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>18</td>
<td>11</td>
<td>7</td>
<td>18</td>
</tr>
<tr>
<td>65Cu</td>
<td>8</td>
<td>18</td>
<td>11</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>136Xe</td>
<td>23</td>
<td>18</td>
<td>10</td>
<td>8.5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>28</td>
<td>9</td>
<td>26</td>
<td>1.8</td>
</tr>
<tr>
<td>164Er</td>
<td>32</td>
<td>22.3</td>
<td>9</td>
<td>16</td>
<td>2</td>
</tr>
</tbody>
</table>

* Sumijyu Accelerator Service, Ltd.
In late 1990 an ECR ion source, NEOMAFIOS, was installed on a high voltage terminal of the RILAC, being substituted for an old PIG ion source. Thanks to higher charge states obtained, the RILAC acceleration performance has been roughly doubled for heavy ions, and consequently the RRC beam energies and intensities for heavy ions have been increased. In addition, when we accelerate ions of mass-to-charge ratio less than 8.1 up to the RRC minimum energy of 7 MeV/nucleon, no charge stripping is preferable owing to the high intensity for the high charge states. Here the RRC has the K-value of 460 MeV for such a low velocity beam. We applied this acceleration mode to 7 MeV/nucleon $^{58}$Ni$^{8+}$ and $^{65}$Cu$^{8+}$ beams, and the intensities obtainable have been significantly increased by a factor of 5 as a result of no beam loss due to the stripping process.

We successfully accelerated 210 MeV and 70 MeV proton beams. In the latter, 70 MeV/nucleon H$_2^+$ ions were dissociated by a stripper foil placed at the object point of the RRC beam line.

Trim-coil power supplies have potentiality to create an isochronous field for a 270 MeV proton beam, while according to calculations a vertical betatron frequency crosses the dangerous resonance $v_z = 0.5$ at 210 MeV and decreases down to 0.2 at the final energy. In order to study the resonance-crossing phenomena, we tried to accelerate protons up to 270 MeV. In this trial, protons were successfully accelerated up to the final energy inside the RRC, but some part of the beam was lost near the resonance-crossing radius, where abrupt vertical shift of central particles was observed. These phenomena will be investigated in further detail.

In improvement works on the ECR ion source of the AVF cyclotron, it was found that applying a negative voltage to an electrode housed in a first-stage chamber as well as coating aluminum and magnesium oxide on a second-stage plasma chamber wall enhance the high-charge state performance. By these means 35 $\mu$A of $^{40}$Ar$^{12+}$ and 6 $\mu$A of $^{84}$Kr$^{20+}$ have been obtained, which allows the RRC to deliver approximately 2 pnA of 110 MeV/nucleon $^{40}$Ar and 70 MeV/nucleon $^{84}$Kr beams, respectively.

A polarized proton/deuteron ion source of an atomic beam type is being assembled about 8 m directly above the AVF cyclotron center. Test of this ion source will be started in late 1991. R&D work on a polarized $^3$He ion source is also pursued.
II-2. RILAC Operation

Y. Chiba, M. Hemmi, M. Yanokura, M. Kase, E. Ikezawa, T. Aihara,*
T. Ohki,* H. Hasebe,* T. Chiba, and Y. Miyazawa

The RILAC operation entered into a new era by replacing the PIG ion source used for many years with a new ECR ion source (Neomafios). Installation and test of the new ion source on the injector high voltage station was completed at the end of 1990. Beam service for users with the ECR source was started in Jan. 1991. Tables 1, 2, and 3, show the statistics of operation from Jan. through Dec. 1991. Highly charged ions available with the ECR source extended the usable energy range of RILAC as shown in Fig. 1. Difficulty in keeping a stable operation of the ECR source for several metal elements (e.g., Cu, Zn, and Bi) was got over in most cases by using oxide ceramics specimens. The details of the ECR source are reported in this issue also.1) Hard machine troubles we met this year are as follows. A long bellows of NO. 3 resonator was mechanically damaged; the bellows was used for vacuum seal of the driving rod of the shorting


<table>
<thead>
<tr>
<th>Day</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam time</td>
<td>177</td>
</tr>
<tr>
<td>Frequency change</td>
<td>7</td>
</tr>
<tr>
<td>Overhaul and improvement</td>
<td>36</td>
</tr>
<tr>
<td>Periodic inspection and repair</td>
<td>29</td>
</tr>
<tr>
<td>Machine trouble</td>
<td>4</td>
</tr>
<tr>
<td>Scheduled shut down</td>
<td>112</td>
</tr>
<tr>
<td>Total</td>
<td>365</td>
</tr>
</tbody>
</table>

Table 2. Beam time for individual research groups.

<table>
<thead>
<tr>
<th>Day</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic physics</td>
<td>63</td>
</tr>
<tr>
<td>Solid-state physics</td>
<td>17</td>
</tr>
<tr>
<td>Nuclear chemistry</td>
<td>17</td>
</tr>
<tr>
<td>Radiation chemistry</td>
<td>9</td>
</tr>
<tr>
<td>Accelerator research</td>
<td>7</td>
</tr>
<tr>
<td>Beam transportation to RRC</td>
<td>64</td>
</tr>
<tr>
<td>Total</td>
<td>177</td>
</tr>
</tbody>
</table>

Fig. 1. Ion energies from RILAC with use of the ECR ion source compared with the previous PIG ion source.

* Sumijyu Accelerator Service, Ltd.
Y. Chiba et al.

Table 3. List of ions used in this year.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Mass</th>
<th>Charge state</th>
<th>Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>4</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>C</td>
<td>12</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>N</td>
<td>14</td>
<td>2, 3</td>
<td>9</td>
</tr>
<tr>
<td>N</td>
<td>15</td>
<td>2, 3</td>
<td>3</td>
</tr>
<tr>
<td>Ne</td>
<td>20</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Si</td>
<td>28</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>Ar</td>
<td>40</td>
<td>4, 6, 8</td>
<td>56</td>
</tr>
<tr>
<td>Cr</td>
<td>52</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>Ni</td>
<td>58</td>
<td>6, 8</td>
<td>16</td>
</tr>
<tr>
<td>Cu</td>
<td>65</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Kr</td>
<td>84</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Sn</td>
<td>120</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Xe</td>
<td>129</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Xe</td>
<td>136</td>
<td>9, 14</td>
<td>26</td>
</tr>
<tr>
<td>Sm</td>
<td>152</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Ho</td>
<td>165</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Er</td>
<td>166</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Hf</td>
<td>180</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>Bl</td>
<td>209</td>
<td>10, 14</td>
<td>4</td>
</tr>
</tbody>
</table>

device. It took 3 days to repair it with a spare one. Troubles of rf contact silver sheets in the resonator, RILAC'S chronic trouble, took place again in NO. 6 resonator. In an electrostatic quadrupole lens installed at the beam exit of the ECR source, the surface insulation of electrode supports was deteriorated with sputtered metals; the shields from sputtering and the supports were improved. In the microwave source of the ECR ion source, the 8 GHz low level amplifier and the DC high voltage supply for the klystron had troubles.

References
1) E. Ikezawa et al.: This Report, p. 165.
We have routinely offered AVF cyclotron beams to RIKEN Ring Cyclotron (RRC) for the last one year. Table 1 lists the characteristics of ion beams which were accelerated from December 1990 to October 1991. Among these, new ones are protons and H$_2$+ ions. We succeeded in getting the designed maximum energies from RRC for protons (210 MeV) and deuterons (135 MeV/nucleon). We operated the AVF cyclotron for 98.5 days for beam services to users during this period.

In the summer-time overhaul, we found that there were no problems in the components of the cyclotron. The performance of the cyclotron was almost the same as in the previous year; the cyclotron has been operated with no serious troubles except that some beam losses occurred in the injection beam line and during extraction and that the beam transmission through the cyclotron was still around 10%.

Table 1. AVF beams accelerated in December 1990-October 1991.

<table>
<thead>
<tr>
<th>Ion</th>
<th>RF Frequency (MHz)</th>
<th>Energy + (MeV/nucleon)</th>
<th>Operation++ time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$+</td>
<td>12.3</td>
<td>4.0 (70)</td>
<td>1</td>
</tr>
<tr>
<td>p</td>
<td>19.4</td>
<td>9.9 (210)</td>
<td>3.5</td>
</tr>
<tr>
<td>p</td>
<td>21.1</td>
<td>11.8 (270)</td>
<td>1</td>
</tr>
<tr>
<td>d</td>
<td>12.3</td>
<td>4.0 (70)</td>
<td>3</td>
</tr>
<tr>
<td>d</td>
<td>16.3</td>
<td>7.0 (135)</td>
<td>5</td>
</tr>
<tr>
<td>d</td>
<td>13.8</td>
<td>9.5 (- -)†</td>
<td>0.5</td>
</tr>
<tr>
<td>$^{14}$N$^+$</td>
<td>16.3</td>
<td>7.0 (135)</td>
<td>13</td>
</tr>
<tr>
<td>$^{16}$O$^6+$</td>
<td>16.3</td>
<td>7.0 (135)</td>
<td>2.5</td>
</tr>
<tr>
<td>$^{18}$O$^5+$</td>
<td>12.3</td>
<td>4.0 (70)</td>
<td>4</td>
</tr>
<tr>
<td>$^{18}$O$^6+$</td>
<td>14.5</td>
<td>5.5 (100)</td>
<td>12.5</td>
</tr>
<tr>
<td>$^{24}$Mg$^{2+}$</td>
<td>14.5</td>
<td>5.5 (100)</td>
<td>4.5</td>
</tr>
<tr>
<td>$^{40}$Ar$^{11+}$</td>
<td>14.05</td>
<td>5.2 (95)</td>
<td>38</td>
</tr>
</tbody>
</table>

Total 98.5

* The values in the parentheses show the energies obtained by the coupled operation with RRC.

++ The time served to experiments.

† These ions were accelerated only with the AVF cyclotron.

* Sumijyu Accelerator Service, Ltd.
II-4. Tandetron Operation

T. Kobayashi, E. Yagi, T. Urai, H. Sakairi, and M. Iwaki

The Tandetron was operated for 152 days in the period from Oct. 1, 1990 to Oct. 31, 1991, during which \(^1\)H, \(^4\)He, and \(^{11}\)B were accelerated.

The machine was shut down several times for replacement of a variable transformer of the electric power supply for an einzel lens, and a diffusin pump for a vacuum system of the RBS beam line, and for repairs of a high voltage power supply for a quadrupole doublet lens and an arc power supply in a duoplasmatron ion source. The acceleration tube was replaced with new one in September.

The Tandetron was used for the experimental studies on the following subjects.

1. Rutherford backscattering spectroscopy (RBS)
   - Behavior of Kr atoms implanted into aluminum by the channeling method (Metal Physics Lab.)
   - Analysis of the Tb distribution and damage in a Tb-implanted CaF\(_2\) (Semiconductor Lab. and Surface Characterization Center)

2. Nuclear Reaction Analysis
   - Lattice location of hydrogen in niobium alloys by the channeling method (Metal Physics Lab.)

3. Particle induced X-ray emission (PIXE)
   - Application of the PIXE to medical, environmental, archaeological, and material sciences (Inorganic Chemical Physics Lab.)
III. RESEARCH ACTIVITIES

1. Nuclear Physics


T. Wada

Recently, Stiliaris et al.\textsuperscript{11} reported that "nuclear rainbow" is found in the elastic scattering of the $^{16}$O-$^{16}$O system at $E_{cm}=175$ MeV. This observation provides us with the first example of the nuclear rainbow in heavy-ion scattering. The rainbow structure can be reproduced by a deep real potential with a weak imaginary part, while the shallow potential failed to reproduce the data at large angles. This result seems to be contradictory to the fact that the molecular resonance phenomena observed in the light-heavy ion systems have been described almost exclusively using shallow potentials. It is now widely accepted that the $\alpha$-nucleus optical potential has been determined without ambiguities. We studied $\alpha$-$^{16}$O and $\alpha$-$^{40}$Ca elastic scattering by the resonating group method (RGM).\textsuperscript{2} We found that the data fitting by the theory is very good in a wide energy range and that the equivalent local potential (ELP) constructed from the RGM non-local one is very similar to the real part of the unique optical potential which is deep. Thus, it is quite important to study the $^{16}$O-$^{16}$O system by the RGM.

The oscillator parameter $\nu$ for the intrinsic wave function of $^{16}$O is chosen to be 0.16 fm$^{-2}$. As for the effective nuclear force, we adopt the HNY interaction\textsuperscript{3} which has a parameter in the $^3S$ strength of the medium-range attraction; $V_3^S(E) = -546 + \Delta$ MeV. Figure 1 shows the elastic scattering angular distribution calculated with the RGM and the data\textsuperscript{11} at $E_{cm}=175$ MeV. The value of $\Delta$ adopted here is 90.7 MeV. For the imaginary part of the $^{16}$O-$^{16}$O potential, we adopt the Woods-Saxon form with the radius $R_i=5.5$ fm, the diffuseness $a_i=0.65$ fm, and the strength $W_a=29.7$ MeV. A surface-transparent imaginary potential is necessary to reproduce the rainbow structure. The fit to the data is very good. We also calculate the ELP from the non-local interaction of the RGM. Figure 2 shows the ELP ($L=50$) at the same energy together with the real part of the phenomenological optical potential by Kondo et al.\textsuperscript{4} One of the quantities which characterize potentials is the volume integral per nucleon pair; $j_{av} = 4\pi \int V(r) r^2 dr / A_F A_R$, where $A_F$ and $A_R$ denote the mass number.

---

Fig. 1. Comparison of the $^{16}$O-$^{16}$O elastic scattering angular distribution by the RGM at $E_{cm}=175$ MeV with the data of Ref. 1.

Fig. 2. Comparison of the equivalent local potential (solid line) at $E_{cm}=175$ MeV with the phenomenological potential of Ref. 4 (dashed line). Dotted line denotes the direct potential without antisymmetrization.
of the projectile and that of the target, respectively. The calculated value of $j_r$ for the ELP is 290 MeV·fm³, which agrees with that for the phenomenological potential of Ref. 4.
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Nuclear fission is a multi-dimensional dissipative phenomenon. Various collective degrees of freedom which describe nuclear shapes such as elongation, necking, fragment deformation, and mass-asymmetry have to be taken into account for studying the dynamics of fission. The success of the transport theories in describing nuclear dissipation in deep inelastic heavy-ion collisions revived the old Kramers' picture in studying induced fission; slowly varying collective degrees of freedom are viewed as a Brownian particle and fast nucleonic degrees of freedom as a heat bath. The Langevin approach is more suitable for nuclear physics problems than the Fokker-Planck approach, because: (1) Langevin equation can be easily applied to multi-dimensional cases since it is an ordinary differential equation; (2) it can also be generalized to treat non-Markovian processes by introducing a retarded friction.

A characteristic aspect of the Brownian picture is that the fission rate is time dependent; there is a transient time before reaching the stationary limit. In fact, anomalously large number of pre-scission neutrons have been observed and are expected to be an evidence of the transient time.

Nuclear viscosity which originates from the coupling between the collective degrees of freedom and the rest of the system is a crucial quantity for the macroscopic description of fission. For example, the fragment kinetic energy distribution is mainly governed by the dissipative dynamics during the descent from saddle to scission. On the other hand, the transient time which is needed for the system to establish stationary flow over the saddle is governed by the dissipative dynamics from the equilibrium shape to the saddle.

We have applied the multi-dimensional Langevin equation to the study of dissipative dynamics of fission. Using a liquid drop model potential and shape-dependent inertia and dissipation tensors, we have succeeded in solving the equation numerically. The potential is calculated as the sum of a Coulomb energy for a diffused charge distribution and a generalized surface energy with a Yukawa-plus-exponential folding function which takes into account the finite range of the nuclear force. The inertia tensor is calculated using the Werner-Wheeler approximation to incompressible irrotational nuclear flow. For the dissipation tensor we use two different models: the two-body hydrodynamical viscosity and the one-body wall-and-window dissipation, which have different strength and deformation dependence. Results concerning the time dependence of the fission rate and the distribution of the fragment kinetic energy have been compared with existing measurements for the symmetric fission of $^{213}\text{At}$.

Both the transient time and the time for the descent from saddle to scission increase as the dissipation becomes stronger. The fission delay time obtained with the one-body dissipation is consistent with that deduced from a recent measurement of pre-scission neutrons, while the delay time with the two-body dissipation is shorter by an order of magnitude. The temperature dependence of the calculated mean value and of the variance of the total kinetic energy agrees with that of experimental data. Multi-dimensional treatment is necessary to reproduce the observed variance of the fragment kinetic energy. Validity of the deterministic approach to the mean value of the pre-scission kinetic energy is also discussed.

By incorporating the coordinate dependence of the inertia and dissipation tensors as well as the potential, we have described the inner dynamics (from the equilibrium shape to saddle, e.g., the transient time) and the outer dynamics (from saddle to scission, e.g., the kinetic energy distribution) at the same time. This kind of approach is necessary for the elucidation of the nature and magnitude of the nuclear viscosity.

This report is a compressed version of Ref. 5.
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III-1-3. Langevin Approach to the Pre-Scission Particle Evaporations

T. Wada, N. Carjan,* and Y. Abe

(Fission, Langevin equation, transient time, pre-scission particle evaporation.)

An experimental evidence for the slow fission time scale has come from measurements of the numbers of evaporated neutrons, charged particles, and giant dipole $\gamma$-rays emitted before scission, which are generally in excess of those predicted using static phase space arguments. Pre-scission particle multiplicities are influenced by the nuclear viscosity in three significant ways. The first is the Kramers' factor$^1$ which reduces the Bohr-Wheeler fission width in a pre-exponential factor. The second is the transient time needed for the system to establish the stationary flow over the saddle. The third is the time for the descent from saddle to scission, which is increased by dissipation. Phenomenologically, the excess neutrons have been interpreted in terms of the saddle-to-scission time and the pre-saddle delay which is related to the transient time.$^2$ Recently, the possibility of limiting the pre-saddle delay time using charged particle multiplicities was reported.$^3$ We have been studying the nuclear dissipative dynamics using the Langevin equation.$^4$ In Ref. 4, we showed the applicability of the multi-dimensional Langevin equation to the realistic study of fission and the importance of the simultaneous treatment of inner (equilibrium to saddle) and outer (saddle to scission) dynamics.

Here we report the preliminary results of our recent study of the dissipative dynamics of fission including particle evaporations using the Langevin equation. For the simplicity of the calculation, we adopted the one-dimensional model. The one-dimensional path is determined as the mean path of the two-dimensional Langevin trajectories. The potential is calculated as the sum of a Coulomb energy and a generalized surface energy with a Yukawa-plus-exponential folding function. The inertia tensor is obtained using the Werner-Wheeler approximation and the dissipation tensor is calculated with the wall-and-window formula. The shape dependence of the inertia and dissipation tensors is fully taken into account.

The formalism to study the competition between particle evaporations and fission decay is the same as that is adopted in Ref. 5. The difference is that the authors of Ref. 5 use the Fokker-Planck equation with the shape-independent mass and friction. In this formalism, the fission width in the quasi-stationary limit is time dependent because the excitation energy of the compound nucleus decreases owing to the particle evaporations. Figure 1 shows the calculated fission width at saddle and that at scission for the symmetric fission of $^{192}$Pb with the initial temperature $T=2$ MeV and $L=50$. The transient time is $6 \times 10^{-21}$s and the saddle-to-scission time is $8 \times 10^{-21}$s. The obtained multiplicities of the pre-scission particles for this spin are 2.30, 0.103, and 0.040 for neutron, proton, and alpha particle, respectively. While if we use the quasi-stationary fission width, they become 2.04, 0.092, and 0.036, respectively. Thus the effect of the transient time and the saddle-to-scission time is about 10%. The reduction of the stationary fission width from the Bohr-Wheeler's one plays a more decisive role. Further studies are now in progress.
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* Centre d'Etudes Nucléaires de Bordeaux-Gradignan, 33175 Gradignan, France.
Nucleus Collisions, to be published in *Nucl. Phys., A*.
III-1-4. Stochastic and Deterministic Solutions of the 2-D Boltzmann Equation

M. Tohyama and E. Suraud*

Numerical simulations based on the nuclear Boltzmann equation (NBE) have extensively been done for intermediate-energy heavy-ion collisions. Whatever numerical approaches are used to simulate NBE, it is desirable to know their validities and limitations. For this purpose we compare the results of the Boltzmann-Uehling-Uhlenbeck (BUU) simulation method of Ref. 1 and the weighted particle method (WPM) of Ref. 2 with those of the "exact" numerical approach for the collision of two-dimensional nuclear matter; it is finite in the beam direction (the z direction) and infinite in the other direction (the x direction). NBE for the 2-D system becomes

$$\frac{\partial f}{\partial t} - \frac{P_z}{m} \frac{\partial f}{\partial z} - \frac{\partial}{\partial z} U \frac{\partial f}{\partial z} = I,$$

where the collision term $I$ is written as

$$I = -\frac{4}{(2\pi)^3} \int d^3p_2 d^3p_3 d^3p_4 |v(p-p_3)|^2 \times \delta^4(p+p_2-p_3-p_4) \delta(e+e_2-e_3-e_4) \times (\vec{f}_2 \vec{f}_3 \vec{f}_4 - \vec{f}_2 \vec{f}_3 \vec{f}_4).$$

We obtain the numerical solutions of the above-mentioned three methods for the symmetric collision of a fragment with width of about 4fm at $E_{cm}/A=10$MeV and calculate the time evolution of distortion in momentum space defined by $<p_z^2>-<p_x^2>$ where $<$ > means an average value. In Fig.1 shown is the ratio of the distortion with to that without nucleon-nucleon collisions. The BUU result has rather large fluctuations which are not seen in the WPM result, though the number of test particles used for both BUU and WPM is similar. This is a consequence of the stochastic treatment of NN collisions in BUU: the momenta of two nucleons abruptly change after they suffer a collision. The smooth behavior of the WPM momentum distribution is due to a deterministic treatment of NN collisions and demonstrates an advantage of WPM. The agreement of the BUU result with the "exact one" remains rather qualitative.
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III-1-5. Distribution of Strength for Isoscalar Modes at Finite Temperature

S. Yamaji, H. Hofmann,* and A.S. Jensen**

We studied the collective response function as a function of the excitation energy for typical isoscalar modes. We found that the strength function exhibits the usual low energy and giant resonance peaks at low temperatures whereas all the strength is concentrated in a low energy mode at temperatures higher than a temperature of around 1.5 MeV. Thus the vibrational inertia of slow motion turns into that of irrotational flow at high temperature.

In this report, we study the physical origins of the observed shift in the frequency. The effects found are related to the two features, which are specific to our approach.

Let us begin by looking at the influence of the residual interactions. They are taken into account through the imaginary part of particle and hole selfenergies. To some extent this effect can be simulated by a constant width $\Gamma$ being independent of both frequency and temperature. This allows us to check the importance of the temperature dependence of the selfenergies. In Fig. 1 we present by solid curves a calculation with $\Gamma = 0.25$ MeV for temperatures of 1 and 2 MeV in the case of the isoscalar quadrupole mode in $^{208}$Pb. One clearly observes a shift of strength towards low frequencies, which is very similar to the “true” case.

Let us discuss the importance of the temperature-dependent coupling constant $k$ of the separable two-body interaction. The constant $k$ changes sensitively with temperature in our model. To see the influence of the temperature dependence, we show in Fig. 1 by dashed curves a computation of the strength for different temperature $T = 1$ and 2 MeV, with the same self-energy as in Ref. 1 but with the constant coupling calculated at $T = 0$ MeV. No shift of the strength is observed, but the peaks become somewhat broader with increasing temperature.

Thus we conclude that the shift of strength is mainly due to the temperature dependence of the effective coupling constant $k$.
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The "Finite $q_{\perp}$ Correction" for Coulomb Dissociation Cross Sections of $^{11}$Li

K. Soutome, S. Yamaji, and M. Sano

(Coulomb dissociation cross section, neutron-rich nucleus, $^{11}$Li.)

Interest in structure and reactions of neutron-rich radioactive nuclei, especially $^{11}$Li, has increased rapidly in the past few years. In Ref. 1, we pointed out the importance of the kinematical lower limit of momentum transfer $q^\text{min}$ in the Coulomb dissociation of $^{11}$Li. As shown there, the $q^\text{min}$ is given by $q^\text{min} = \max\{\epsilon/\gamma v, 2n\epsilon/\gamma v\}$, where $\epsilon = 0.25 \pm 0.10$ MeV is the two-neutron separation energy of $^{11}$Li, $v$ is the relative velocity of $^{11}$Li and the target nucleus (with charge $Z_T e$), $n = 3 Z_T e^2/v$ is the Sommerfeld parameter, and $\gamma = (1 - v^2)^{-1/2}$ ($h = c = 1$). The cutoff $2n\epsilon/\gamma v$ emerges when we take account of the fact that the transverse component of momentum transfer $q_{\perp}$ must be non-vanishing in order that $^{11}$Li may be broken up ("finite $q_{\perp}$ correction").

With the use of this $q^\text{min}$, we can calculate Coulomb dissociation cross sections for the two-neutron removal process $^{11}$Li$+$Target$\rightarrow ^9$Li$+X$ by

$$
\sigma^{(\perp)}_{2n} = \int_{q^\text{min}}^\infty dq \frac{8\pi n^2}{q^3} \times \left\{ 1 - \left| \frac{S(q)}{|q|^2} \right|^2 \right\} F_{2Li}(q) F_{T}(q),
$$

(1)

where $F_A(q)$ is the charge form factor of nucleus A. The $S(q)$ is given in the "HO model" by $S(q) = (1 - Q^2/12)^2 \exp(-Q^2/4)$, where $Q = (\sqrt{2}/11) a_q$ with $a_q = 3.77$ fm.

In Fig. 1, we plotted $\sigma^{(\perp)}_{2n}$ for $^{208}$Pb target as a function of the incident laboratory energy by the solid line. In this case, $n > 1$ and thus $q^\text{min} = 2n\epsilon/\gamma v$. To examine the "finite $q_{\perp}$ correction", we also evaluated $\sigma^{(\perp)}_{2n}$ by using $q^\text{min} = \epsilon/\gamma v$ as a lower limit of the integral in Eq. (1). The results are shown by the dotted line. By comparing the solid and dotted lines, we see that the cutoff $2n\epsilon/\gamma v$ plays an important role in the Coulomb dissociation of $^{11}$Li.

Unfortunately, there is not enough data to compare. The solid square in Fig. 1 is from Ref. 2, which corresponds to the two-neutron removal process at $E_{\text{lab}} = 800$ MeV/nucleon. The open circles are from the recent experiments by Inabe et al. 3) However, they measured cross sections for $^{11}$Li$+$Target$\rightarrow X (\neq ^9$Li$)+$Target at $E_{\text{lab}} = 43$ and 75 MeV/nucleon. Since the cross section for this process contains the contribution from the dissociation of the $^9$Li core, the open circles should be regarded as the upper limit for $\sigma^{(\perp)}_{2n}$.

To see effects of the usual "Rutherford bending correction", we calculated "E1 Coulomb dissociation cross sections" by using the virtual-photon formula of Bertulani and Baur. 4) The results are shown in Fig. 1 by the dot-dashed and dashed lines (though almost indistinguishable). These two lines differ in the definition of the "minimum impact parameter" $b^\text{min}$: the dot-dashed and dashed lines were calculated by setting $b^\text{min}$ equal to $b_0$ and $b_0 + \pi n/2 \mu v v$, respectively, where $b_0$ is the sum of nuclear radii of $^{11}$Li and the target nucleus, and $\mu$ is their reduced mass. The dot-dashed line thus contains the Rutherford bending correction. However, this correction is small as seen from the figure, which indicates that this Rutherford bending correction is essentially different from the "finite $q_{\perp}$ correction".
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Loosely bound nuclei are expected to have large Coulomb breakup cross sections. We calculate the cross section with both quantum mechanical and semiclassical methods, taking the reaction \(^{8}\text{B} + ^{208}\text{Pb} \rightarrow ^{7}\text{Be} + p + ^{208}\text{Pb}\) at 50 MeV/u as an example. This reaction can be related to the \(^7\text{Be}(p,\gamma)^8\text{B}\) reaction, one of the key reactions for the solar neutrino problem. The virtual photon number per unit solid angle \(dn_{\gamma1}/d\Omega\) is defined for the breakup reaction \(c \rightarrow a + b\) as,

\[
\frac{d^2\sigma}{dE_{\gamma}d\Omega} = \frac{1}{E_{\gamma}} \frac{dn_{\gamma1}}{d\Omega} \sigma(c + \gamma \rightarrow a + b),
\]

(1)

where \(d^2\sigma/dE_{\gamma}d\Omega\) is the double differential breakup cross section, \(E_{\gamma}\) is the energy of a virtual photon absorbed by the projectile \(c\), and \(\sigma(c + \gamma \rightarrow a + b)\) is the photo disintegration cross section. The cross section of the radiative capture process \(a + b \rightarrow c + \gamma\) is related to the disintegration cross section by the detailed balance theorem

\[
\sigma(c + \gamma \rightarrow a + b) = \omega \sigma(a + b \rightarrow c + \gamma),
\]

(2)

where \(\omega\) is the phase space factor. Figure 1 shows the results of a quantum mechanical calculation with the coupled channel code ECIS\(^{1}\) (solid line) and a semiclassical calculation.\(^{2,3}\) At a forward angle, a rapid decrease of photon number is observed especially for small \(E_{\gamma}\). This decrease corresponds to the adiabatic limit expressed as \(E_{\gamma}/a/h = 1\) (\(a\) is half the distance of the closest approach in a head on collision), where the virtual photon is not energetic enough to excite the projectile. The agreement of the above two calculations is good for small \(E_{\gamma}\), but for large \(E_{\gamma}\), the oscillating behavior is seen only in the quantal calculation. This may be due to the interference between the waves corresponding to two different trajectories, pure Coulomb trajectory of larger impact parameter and the one deflected by the nuclear attraction at smaller impact parameter, which is not taken into account in the semiclassical calculation. The difference at angles larger than 6 degree is due to the nuclear absorption which is accounted for only in the quantal calculation.

The total virtual photon number \(n_{\gamma1}\) is obtained by integrating eq. 1 over the angle. The results are shown in Fig. 2. In the case of the semiclassical calculation, a cut-off radius \(R\) has to be introduced to account for the absorption. The radius \(R \approx 1.5 (A_{p}^{1/3} + A_{T}^{1/3}) \) fm gives a good fit to the quantal calculation over a wide range of \(E_{\gamma}\). Note that this cut-off radius is slightly larger than the strong interaction radius, \(R \approx 1.3 (A_{p}^{1/3} + A_{T}^{1/3})\) calculated from the total absorption cross section derived by the optical potential.

Finally we estimated the \(^8\text{B}\) Coulomb breakup cross section by putting the \((p,\gamma)\) cross section
by Filippone et al.\textsuperscript{4} into eq. 1 with the help of the detailed balance theorem (eq. 2). The numerical results are shown in Table 1. The enormous enhancement of breakup cross section is due to the large virtual photon number and also to the big phase volume factor caused by a small $E_y$ due to the small binding energy (137 keV) for $^8\text{B}$→$^7\text{Be}$+$\text{p}$.

Table 1. $^8\text{B}$ Coulomb Breakup cross sections calculated from the $(p,y)$ cross section by Filippone et al.\textsuperscript{4}

<table>
<thead>
<tr>
<th>$E_y$ (keV)</th>
<th>$E_y$ (keV) cross section (p,y)</th>
<th>phase space factor</th>
<th>breakup cross section</th>
</tr>
</thead>
<tbody>
<tr>
<td>227 keV</td>
<td>1.3 nb</td>
<td>2343</td>
<td>13 mb/MeV</td>
</tr>
<tr>
<td>337 keV</td>
<td>22 nb</td>
<td>2318</td>
<td>136 mb/MeV</td>
</tr>
</tbody>
</table>
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The recent experimental program in the use of radioactive nuclear beams has opened a new field to study the properties of nuclei far from the stability line. Many interesting phenomena are expected for nuclei with the neutron number largely different from the proton number. In order to predict such phenomena, we have started to study these unexplored nuclei theoretically. For this purpose, we chose the relativistic many body theory, the goodness of which has been demonstrated by the recent publications for stable nuclei. \(^1\)\(^2\) We found that the relativistic mean field theory (RMF) with interaction strengths fixed by stable nuclei provided also very good account of known observables off the stability line.\(^3\)\(^4\) We summarize here the interesting outcome of the theoretical calculations on nuclei up to the drip lines:

1. The neutron radii are largely different from the proton ones for nuclei close to the neutron drip line. This finding should have a large influence on the neutron rapid process.

2. The neutron drip line is sensitive to the rho meson coupling strength and the reasonable one provides the drip line be closer to the stable line as compared to the one of the mass formula.

3. Near the proton drip line, the neutron and the proton radii are quite close and the proton drip line is insensitive to the isovector interaction.

We are now investigating the role of deformation on nuclear properties and also equations of state of neutron and nuclear matter at various temperatures and densities necessary for neutron star profiles.\(^5\) We are planning to calculate all the existing nuclei and their properties between the proton and neutron drip lines within RMF. In addition, we are working on the relativistic Brueckner-Hartree-Fock (RBHF) theory for various nuclei. We have worked out density dependent Hartree approach, whose strengths are fixed by the RBHF calculations, for symmetric nuclei as \(^{16}\)O and \(^{40}\)Ca with great success.\(^2\) The RBHF theory should provide the microscopic foundation of the RMF theory. In fact, we are working on the modification of the interaction strengths of RMF using the results of nuclear matter RBHF calculations. These informations will provide important constraints on the dynamics of supernova and neutron stars.
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One problem in relativistic meson-quark or meson-nucleon field theories is the occurrence of unphysical tachyon poles (Landau ghost) in the meson propagators. Due to the Landau ghosts, the vacuum by itself exhibits an instability, i.e., the energy of the non-translational invariant vacuum in which the background meson fields have finite momenta can be made arbitrarily low relative to the translational invariant vacuum by increasing the momenta of the meson fields. Therefore, investigations including vacuum fluctuation effects based on a consistent treatment, like the loop expansion, have been hampered.

Recently, one possible method to eliminate the Landau ghost without introducing ad-hoc parameters has been developed\(^1\) for finite density theories. In this paper\(^2\) we show that the method of Ref. 1 is useful to remove the vacuum instability discussed above and allows a consistent description including vacuum fluctuation effects. We discuss the neutral pion condensation in quark matter as a typical example where the Landau ghost problem is unavoidable since the meson field configurations with non-zero momenta \(q\) should be taken into account.\(^3\) We use the chiral \(\sigma\)-model\(^4\) as a model for quark matter. An essential point in the application of the method of Ref. 1 to the chiral models is that chiral symmetry should be preserved through the elimination of the Landau ghost. For this purpose, we utilize the axial Ward-Takahashi identity\(^5\) and guarantee chiral symmetry in the underlying dynamics.

In Fig. 1 the energy per quark in quark matter is shown as a function of the baryon density. There are two kinds of continuous phase transitions, one at a low density \(\rho_1\) from the normal phase to the pion condensed phase and another at a higher density \(\rho_2\) from the pion condensed phase to the Wigner phase. Both phase transitions emerge as a result of an interplay between the attractive Fermi sea contribution and the repulsive mesonic and Dirac sea contributions.

Although the energy for the case where the ghost is included goes to minus infinity for large values of \(q\), it is possible to find a local minimum for the density up to \(\rho_3\). For higher densities, however, there does not exist even a local minimum. An important point to note is that, besides removing the instability for large momenta, the ghost elimination has the further important effect of rendering a chiral phase transition possible at some value of the baryon density.
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Relativistic meson-nucleon field theories\(^1\) have been successfully applied to the description of the nuclear matter and finite nuclei, mainly in the simple Hartree (mean-field) approximation. One of the simplest and the most popular models among those is the \(\sigma - \omega\) model.\(^2\) Recently, however, it was reported \(^2\) that the description of nuclear matter in the \(\sigma - \omega\) model required drastic changes of the overall physical picture if one included the higher order (2-loop) contribution beyond the Hartree approximation via the loop \((\hbar -)\) expansion, and, therefore, the loop expansion scheme failed.

In this paper,\(^3\) we propose a \(1/N\) expansion method, where \(N\) denotes the number of internal degrees of freedom of the nucleon and can be identified with 2 due to the isospin \(SU(2)\), as an alternative systematic expansion scheme for the relativistic meson-nucleon many-body theory. We derive a general formula for the computation of the effective action in the \(\sigma - \omega\) model based on the \(1/N\) expansion, utilizing the functional integral method. In this scheme the leading contribution coincides with the familiar Hartree approximation. The elimination of unphysical tachyon poles (Landau ghost) from the meson propagators in the subgraphs, which appears to be essential for our formulation, is also established following the recently developed method\(^4\) based on the Källén-Lehmann representation.

We compute the energy density of nuclear matter beyond the Hartree approximation including the next-to-leading order contributions in the \(1/N\) expansion. In this order one should include the ring energy contribution as a correlation energy in addition to the exchange energy (2-loop) contribution. We find that we can describe the nuclear matter saturation properties by a mechanism which is qualitatively the same as in the Hartree approximation, and, therefore, in conformity with the meson exchange picture of the nucleon-nucleon interaction. This is in contrast to the case of the loop expansion, and suggests that the \(1/N\) expansion scheme is an appropriate expansion scheme.

For our successful description of the saturation property of nuclear matter, the correlation energy contribution plays an essential role. Figure 1 shows the binding energy per nucleon in nuclear matter as a function of the effective nucleon mass \(M^*/M\) for the fixed baryon number density \((k_F = 1.3\text{fm}^{-1})\), where \(M^*/M\) are the effective nucleon mass in nuclear matter and its free space value, respectively. The dashed line shows the Hartree contribution, the dotted line shows the exchange energy contribution, the dot-dashed line shows the ring energy contribution, and the solid line shows the total binding energy per nucleon.

\[\text{Fig. 1. The separate contributions to the binding energy per nucleon in nuclear matter in the } 1/N \text{ expansion scheme as a function of } M^*/M \text{ for the fixed baryon number density } k_F = 1.3\text{fm}^{-1}.\]
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* Department of Physics, University of Tokyo.
References
We have constructed a $K^-$-nucleus optical potential with a non-local term and compared the results with those of a local potential. It was found that the kaonic atom data were reproduced equally well in both cases, while the calculated wavefunctions were largely different.

It is very interesting to explore the $K^-$-nucleus optical potential since the potential, which was obtained by fitting the existing data, does not reproduce the data of kaonic atoms of $p$ and He at all.\(^{(1)}\) In addition, the $K^-$-nucleus potential is necessary to investigate the formation reactions of hypernuclei such as $^4\text{He}(\text{stopped } K^-, \pi)$ theoretically.\(^{(2)}\) In this paper, we have studied the non-local $K^-$-nucleus optical potential, which is written as

$$2\mu V_{\text{opt}}(r) = -4\pi (1 + \mu / M) \alpha \rho(r) + 4\pi (1 + \mu / M)^{-1} \beta \nabla \rho(r) \nabla,$$

where $\mu$ is the reduced mass of the $K$-$\Lambda$ system, $M$ is the mass of the nucleon, $\rho(r)$ is the nuclear density distribution, $\alpha$ and $\beta$ are complex numbers that determine the strength of the potential. The existence of the non-local ($P$-wave) term is indicated by $P$-wave resonances of $\Lambda$ and $\Sigma$. We treat $\alpha$ and $\beta$ as parameters and consider the two sets, (1) $\alpha = (0.34, 0.84)$, $\beta = (0, 0)$ and (2) $\alpha = (-0.15, 0.68)$, $\beta = (1.1, 0.7)$ in fm unit. The set (1) is the generally used local potential.\(^{(3)}\) The sign of the real part is opposite to the data of a scattering length. As for set (2), we fix $\alpha$ by the data of the scattering length\(^{(4)}\) and get $\beta$ by fitting the atomic data. The kaonic atom data are reproduced equally well in both cases. The results are also similar to the $K^-$-He case. On the other hand the behavior of the wave functions are largely different as seen in Fig. 1; this is because the sign of the real part in the local term is different in the two cases.

This fact indicates that the formation cross sections of hypernuclei could be affected largely by the ambiguities of the $K^-$-nucleus optical potential. We are presently investigating the optical potential microscopically.
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We have investigated (d, 3He) reactions in detail for the formation of deeply bound pionic atoms, and found that the (d, 3He) reaction is much more favorable than the (n, p) reaction for the search. Deeply bound pionic atoms were investigated by Toki and Yamazaki\(^6\) and were predicted to have narrow widths due to the repulsive pion-nucleus optical potential that pushes the pion wave function outwards\(^2\). These states cannot be observed in standard pionic-atom experiments that detect pionic X-rays. Hence, they proposed a use of pion-transfer reactions such as (n, p) and (d, 3He). Following their suggestions, deeply bound pionic states were searched for by using the (n, p) reaction at \(T_n=420\) MeV at TRIUMF\(^3\). No positive evidence was observed in the experiment. To obtain better statistics with better resolution, another reaction (d, 3He) at \(T_d=1000\) MeV at SATURNE\(^4\) was measured and its analysis is in progress. It was pointed out that the charge-exchange pion-transfer reactions at large momentum transfer are sensitively affected by initial and final state interactions. It is found that the cross sections are about two orders of magnitudes smaller\(^5\) than the PWBA predictions\(^1,\)\(^2\). The same was also reported by Nieves and Oset\(^5\).

The formation of deeply bound pionic atoms by (n, d) reactions was also studied theoretically\(^6\). It was found that the distortion effects of (n, d) reactions are smaller than that of (n, p) reactions since the angular momentum matching condition is well satisfied in (n, d) reactions. It was concluded that (n, d) reactions are more suitable for pionic atom detection\(^6\) and an experiment of this reaction at \(T_n=400\) MeV is in progress at TRIUMF\(^7\). However, the weak neutron beam makes the experiment extremely difficult. We, therefore, have studied (d, 3He) reaction for deeply bound pionic-atom formation which uses a strong deuteron beam.

We have studied theoretically the possible use of the (d, 3He) reaction for the formation of deeply bound pionic states. The calculation was made at 600 MeV because the cross section is considered to be the largest due to the largest elementary cross section and small momentum transfer. We find the preferential population of quasi-substitutional states \([nl]s_j=s_j^{-1}\) as in the case of (n, d) reaction. The pionic 2p state with neutron holes 3P\(_{1/2}\) and 3P\(_{3/2}\) are preferentially populated for a \(^{208}\)Pb target. We conclude that (d, 3He) reactions produce pionic atoms in a detectable manner.
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In this note, we introduce a theoretical investigation of the structure of the Σ-hypernuclear (unstable) bound state 1He, and consider the production by 4He(K-, π+) reactions in flight within the DWIA framework in order to establish the properties of the nucleus-Σ interaction. Hayano et al.1) have reported the observation of the 1He by 4He(stopped K-, π-) reaction at KEK. The binding energy and width seem to be in agreement with a theoretical prediction by Harada et al.,2) although the experimental results contain ambiguities how to subtract the background from the π spectrum.3) The knowledge of the properties of the nucleus-Σ interaction gives us progress of Σ-hypernuclear studies.4)

The nucleus-Σ potential derived from the microscopic four-body calculation2) is a complex potential (SAP-1, 2), with considering the total spin $S = 0$ case, as

$$\hat{U}(R) = U^0(R) + U^T(R)(1_\Sigma \cdot 1_\Sigma),$$

where $R$ is the relative distance between the core-nucleus (3H or 3He) and the Σ-hyperon; $1_\Sigma$ and $1_\Sigma$ are the respective isospin operators. The first term $U^0$ is repulsive near the nuclear center, which alone does not give any bound state. The second term $U^T$ called Lane's potential is sufficiently strong.

Let's consider the Σ-hypernuclear production by the 4He(K-, π+) reaction in flight.5) We calculate the double-differential cross section in the DWIA framework by using the Green function method.6) Figure 1(a) displays the inclusive spectra at $p_\pi = 600 \text{MeV}/c$, which were obtained in a recent BNL experiment. A peak appears below the $\Sigma^+$-emission threshold, which comes from the existence of the 1He bound state with isospin $T = \frac{1}{2}$. The potential is attractive due to a combination of $U^0 - U^T$. It is noticed that there appears a central repulsion in the real part. The $\Sigma$-density distribution is largely suppressed at the center and is pushed outside as a strangeness halo; the conversion width is reduced by 40% compared with the case of no repulsion.

On the other hand, we can learn the isospin dependence of Σ-hypernuclear states by comparing the π+ spectra with π- ones, because the 4He(K-, π+) reaction populates only $T = \frac{3}{2}$ states. The potential for $T = \frac{3}{2}$ which has a combination of $U^0 + \frac{1}{2}U^T$, is strongly repulsive in the real part and very weak in the imaginary part. There exists no π- bound state. Then the calculated spectrum as shown in Fig. 1(b) is very different from the π- spectra.

In conclusion, the 4He(K-, π+) reactions in flight can provide very valuable data for us to determine the nucleus-Σ potential and also to check the underlying ΣN interaction. There is a 1He bound state with $J^p = 0^+, T = \frac{1}{2}$ (99%), where the nucleus-Σ potential has a strong Lane term and a repulsion near the nuclear center in its real part; the former makes the system bound and the latter suppresses the ΣN→ΛN conversion.
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![Fig. 1. (a) The inclusive spectra by 4He(K-, π+) in flight at $p_\pi = 600 \text{MeV}/c$; the solid and dashed curves are the spectra of SAP-1 and of SAP-2, respectively. (b) The inclusive spectrum by 4He(K-, π+) in flight; the curve is the spectrum of SAP-1, which is almost the same as that of SAP-2.](image-url)
III-1-14. Subthreshold $K^+$ and Hypernucleus Production in Nuclear Collisions

M. Sano and M. Wakai

The experimental data for proton and $K^+$ meson production in Ne+Ne collisions at 2.1 GeV/nucleon are well reproduced by a Glauber plus statistical phase-space model, which describes heavy-ion reaction as superposition of elementary processes in nucleon-nucleon collisions.

The primary production of $K^+$ mesons and $\Lambda$ particles at bombarding energies below the free nucleon-nucleon threshold is possible only by taking into account the internal Fermi motion in projectile and target nuclei. The production cross sections decrease abruptly in the far subthreshold region. On the other hand, the secondary yields of $K^+$ mesons and $\Lambda$ particles through $\pi + N \rightarrow \Lambda + K^+$ reactions become appreciable with a decrease in the bombarding energies and below 1 GeV/nucleon dominate the primary direct production. Calculated results well reproduce the experimental data in proton-nucleus collisions as shown in Fig. 1. Our results are also consistent with a recent study for proton-nucleus collisions made by using the VUU transport theory. The result for nucleus-nucleus collisions, however, is contrary to the VUU result, which suggests a minor role of the secondary $K^+$ production.

Cross sections for the hypernucleus production via the secondary ($\pi K$) reaction in nuclear collisions are of several nb at 1 GeV/nucleon. The primary process also gives cross sections of about a few nb.
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The existence of double-Λ hypernuclei is very interesting because it gives valuable information on ΛΛ interactions and is deeply related to other S = -2 systems such as Ξ hypernuclei and the H particle. Though our knowledge on double-Λ hypernuclei was originated from only two events in the nuclear emulsion for a long time, recently new events have been observed at KEK (the E-176 experiment) with use of the emulsion-counter hybrid detector system. These data are far more confident than the old ones, since Ξ particles captured in emulsion were confirmed with high statistics.

It is considered that those events follow the stopped Ξ- and subsequent formation of Ξ+ atom. Another search for double-Λ hypernuclei near the (K-, K+) vertex points is also in progress. In this case a quasi-free Ξ- is expected to produce a double-Λ hypernucleus. On the other hand, the formation of Ξ hypernuclei was reported in old articles, though their realities are fairly doubtful. A Ξ hypernucleus will decay into a double-Λ one with some probability, if it is able to exist. Under these various situations it has not been investigated systematically how double-Λ hypernucleus is formed through ΞN-ΛΛ processes.

We propose a scenario of the formation of double-Λ hypernuclei. Our basic picture is as follows: In the first stage a double-Λ compound nucleus is formed as a result that two Λ particles produced after a Ξ capture stick to a nuclear medium with some energy deposit, where the Ξ particle is captured from an atomic (nuclear) orbit or a quasi-free scattering state. In the second stage the double-Λ compound nucleus decays into various fragments and one of them is likely a double-Λ hypernucleus.

In Table 1 we demonstrate the calculated probabilities of the formation of double-Λ fragments. The ones from C, N and O targets are averaged with the weight of the mol ratio in the emulsion.

Table 1. Production probabilities of various double-Λ fragments in emulsion.

<table>
<thead>
<tr>
<th>ΞH</th>
<th>ΞLi</th>
<th>ΞBe</th>
<th>ΞC</th>
<th>ΞN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.040</td>
<td>0.067</td>
<td>0.066</td>
<td></td>
</tr>
<tr>
<td>0.049</td>
<td>0.018</td>
<td>0.013</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>0.093</td>
<td>0.002</td>
<td>0.082</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>0.037</td>
<td>0.006</td>
<td>0.070</td>
<td>0.034</td>
<td></td>
</tr>
<tr>
<td>0.011</td>
<td>0.086</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Conclusions of this work are summarized as follows:

(1) A double-Λ compound nucleus is considered to be formed from the Ξp-ΛΛ transition through the processes of the direct two Λ sticking and rescattering with nucleons. The former is caused only by a low momentum Ξ particle in the normal density region of a nuclear medium.

(2) In the case of Ξ capture at rest, where a Ξ- particle of almost zero momentum is absorbed from atomic orbits, the calculated probability of direct double-Λ sticking is rather smaller than the experimental indication in the case of light nuclei. The rescattering contribution is very important. Our model predicts larger values of sticking probabilities in the case of heavy nuclei.

(3) The rescattering process plays an essential role in the case of Ξ- capture from a quasi-free scattering state, because a high momentum Ξ- particle produced by the (K-, K+) reaction passes through the nucleus. The contribution of direct double-Λ sticking is negligible in such case.

(4) A double-Λ compound nucleus breaks up into various fragments, which can be treated in a statistical way. There are two identifications of ΞBe or ΞB for the double-Λ hypernucleus found in the KEK (E-176) experiment. Our calculation shows that the cases of ΞBe and ΞB are of relatively large and small probabilities, respectively.
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The basic mechanism of hypernucleus production in nuclear collisions involves (1) the coalescence of strange particles (A, Σ, Λ) with a nuclear fragment produced in projectile nuclear fargmentation, (2) the coalescence of strange particles and nucleons both produced in the participant part, and (3) the secondary processes by π and K mesons produced in the primary nuclear collisions. In high-energy nuclear collisions the production of K- and especially of π-mesons becomes large. (The latter being more abundant by a factor of ~10^3). Thus the secondary yields of hypernuclei through (Kπ) and (πK) reactions becomes appreciable.

Figure 1 shows the energy dependence of A_4H hypernucleus production in the 4He + 12C collision and experimental values of cross sections.\(^1\)\(^-\)\(^7\) The A-particle production cross sections increase with increasing beam energy. However, a remarkable increase is not seen. On the contrary, the cross sections at 14.5 GeV/nucleon are about a few times smaller than at 3.7 GeV/nucleon, in spite of the increase of A-particle production with increasing beam energy. This comes from the fact that velocities of A particles shift to the mid-rapidity region, resulting in a poor overlap between velocity distributions of a A particle and a nuclear fragment. However, the secondary production of hypernuclei through (πK) reactions reaches values comparable with the primary direct process (1) in nuclear collisions at 14.5 GeV/nucleon.

The production cross section of A_3H by the mechanism (2) in 12C + 12C collisions at 3.7 GeV/nucleon is 0.31 \(\mu b\) and is comparable to that from the mechanism (1), that is, 0.22 \(\mu b\). For hypernuclei heavier than A_3H, e.g. A_4H, the production by the mechanism (2) at 3.7 GeV/nucleon yields a negligible contribution, compared to that from the mechanism (1). The hypernucleus production by mechanism (2) is effective only for A_3H and increases gradually with the increase of beam energy.
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III-1-17. Hypernuclear Production in 14.5 GeV/nucleon Si + Au Collisions

M. Sano, M. Wakai, and S. Nagamiya

The production of \( \Lambda \) hypernuclei in 14.5 GeV/nucleon Si + Au collisions is studied for four different mechanisms; (1) coalescence of a spectator nuclear fragment and \( \Lambda \) particles from a participant part,\(^1\),\(^2\) (2) coalescence of \( \Lambda \) particles and nucleons both produced in the participant part,\(^3\) (3) conversion of a \( \Xi^- \) hypernucleus into single- and double-\( \Lambda \) hypernuclei,\(^3\) and (4) the secondary process by \( \pi \) and \( K \) mesons.\(^4\)

Cross sections of particle productions in the collisions are calculated by a Glauber plus statistical phase-space model, which describes heavy-ion reactions as superposition of elementary processes in nucleon-nucleon collisions, and are compared with the experimental data.

Tables 1 and 2 show a part of values of cross sections of \( \Lambda \) and \( \Xi \) hypernuclei produced by the mechanisms (1) and (2), respectively.

### Table 1. Hypernucleus production cross sections in peripheral collisions.

<table>
<thead>
<tr>
<th>Nuclear Fragment</th>
<th>( \sigma(\Lambda F) ) (mb)</th>
<th>( \sigma(\Lambda\Lambda F) ) (mb)</th>
<th>( \sigma(\Xi F) ) (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^2\text{H} )</td>
<td>0.22</td>
<td>0.05</td>
<td>0.92</td>
</tr>
<tr>
<td>( ^2\text{H} )</td>
<td>0.15</td>
<td>0.11</td>
<td>0.58</td>
</tr>
<tr>
<td>( ^3\text{He} )</td>
<td>0.23</td>
<td>0.18</td>
<td>0.92</td>
</tr>
<tr>
<td>( ^4\text{He} )</td>
<td>2.11</td>
<td>1.41</td>
<td>8.13</td>
</tr>
</tbody>
</table>

A \( \Xi^- \) particle trapped in a nuclear fragment has a possibility to be converted to \( \Lambda \) particles via an elementary interaction process with protons in the fragment, \( p + \Xi^- \rightarrow \Lambda_1 + \Lambda_2 \). If both \( \Lambda_1 \) and \( \Lambda_2 \) remain in the original nuclear fragment, the \( \Xi^- \) hypernucleus, \( \Xi F \), is converted to a double-\( \Lambda \) hypernucleus, \( \Lambda\Lambda F \). The conversion rates of a \( \Xi^- \) hypernucleus into single- and double-\( \Lambda \) hypernuclei are about 30% and 10%, respectively.

### References

Jaffe\textsuperscript{1)} predicted the existence of the H particle, which consists of six quarks (uuddss), with spin and isospin zero, and strangeness -2. The predicted binding energy of the H particle was about $B_{\text{H}}(\Lambda\Lambda) \approx 80$ MeV below the energy of two lambda particles.

A search for the H particle was carried out in the reaction $p + p \rightarrow K^+ + K^+ + p$ and also recently in $(K^-, K^+)$ reactions.\textsuperscript{3)} However, no evidence of the H particle production was observed. Meanwhile, the problem of the existence of the H particle has been discussed by Kerbikov\textsuperscript{4)} and also Dalitz et al.\textsuperscript{5)} in connection with the data on double $\Lambda$ hypernuclei. According to their discussions, if the mass of the H particle is below the $\Lambda\Lambda$ threshold, the transition $\Lambda\Lambda N \rightarrow \text{H}N$ could occur in the presence of nucleon, as is the situation in double $\Lambda$ hypernuclei. Thus the disintegration of double hypernuclei following the above process would be possible. These processes are permitted through strong interactions.

An explicit calculation of the transition rate was done by Kerbikov\textsuperscript{4)} for the decay process $\Lambda^6\text{He} \rightarrow \Lambda^4\text{He} + \Lambda$, taking into account the coupling to hadronic channels $\Lambda\Lambda$, $\Lambda\Sigma$ and $\Sigma\Sigma$. His calculation gives a transition rate of $10^{18}-10^{20}$ s$^{-1}$ depending on the value of $B_{\text{H}}(\Lambda\Lambda)$. This shows to completely dominate the weak decay processes for hypernuclei which have rates of the order of $10^{10}$ s$^{-1}$. It was concluded, therefore, that the existence of the H particle contradicts the data on double hypernuclei.

The data on double strangeness ($S = -2$) hypernuclei are ones from emulsion measurements in the $\Xi^-$ capture at rest. There is no evidence that those data show double $\Lambda$ hypernuclei, except for the sequential weak decay. Rather than rejecting the existence of the H particle, we propose an alternative interpretation of the data.

Table 1 shows the observed binding energies of the strangeness $-2$ hypernuclei quoted in Refs., $B_{\exp}(S = -2)$, the binding energies of the H particle with core nucleus, $B_{\text{H}}$, and assumed values of the binding energy of the H particle, $B_{\text{H}}(\Lambda\Lambda)$. The minus sign of $B_{\text{H}}$ implies unbound for the H particle.

A recent event seen by Aoki et al.\textsuperscript{3)} is assigned as either $\Lambda^6\text{Be}$ or $\Lambda^6\text{B}$. If we take a possibility of $\Lambda^6\text{B}$ hypernucleus with $S = -2$ according to the arguments by Dover et al.\textsuperscript{9)} and take into account results of all identified $S = -2$ hypernuclei, the binding energy of the H particle satisfies the inequality

$$0 < B_{\text{H}}(\Lambda\Lambda) < 11 \text{ MeV}. \quad (1)$$

This value is very small compared with the prediction by Jaffe.\textsuperscript{1)} However, the sequential weak decay which was directly observed is possible.

The problem is how to explain the H hypernucleus production. One of the possibilities is the formation of a compound hypernucleus with $S = -2$ in the $\Xi^-$ absorption. The compound hypernucleus decays into various fragments with and without strangeness. Calculated production rates of hypernuclei with $S = -2$ are consistent with the results of the KEK E-176 experiment.\textsuperscript{9)}
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III-1-19. Particle Production in the Nuclear Fragmentation Region in Ultrarelativistic Heavy Ion Collisions

S. Daté

The WA80 group at CERN have compared the calculation of the Multi-Chain Fragmentation Model (MCFM) with their results on pseudo rapidity distributions of charged pions and baryons, and the pT (transverse momentum) distribution of protons in the target fragmentation region. The comparison shows that the calculation overestimates the pion yield, underestimates the baryon yield and underestimates the proton’s inverse pT slope parameter. Though this calculation involves inadequate estimates for the amount of secondary internuclear interactions, overestimation of the pion yield and underestimation of the proton’s inverse slope parameter are common tendencies among event simulators. In an experiment at Brookhaven National Laboratory (BNL), small pion yields and large values of proton’s inverse pT slope parameter for central Si + Au collisions have been reported. It seems clear that the above mentioned common tendencies are also seen in the BNL.

In my study using a new event simulator based on the multiple scattering picture, it has been suggested that the common tendencies in deviations of simulator calculations from experimental data can be understood in terms of the existence of the strong pion absorption. The mechanism of pion absorption by the two nucleon system is depicted in Fig. 1. We note that the intermediate Δ state may be highly off-mass-shell. We expect the following effects of the pion absorption on particle spectra in nuclear fragmentation regions: (1) the decrease in the pion yield, (2) the increase in the nucleon yield due to the additional momentum transfer to nucleons, (3) the increase of average pT of nucleons for the same reason as in (2), and (4) the increase of K/π ratio due to the decrease of the denominator. The effects (1) and (3) account for the common tendencies, at least qualitatively.

The experimentally observed K/π ratio can be written as

\[ \frac{K}{\pi} = \frac{K}{\pi(\text{no abs})} - \frac{R_n}{\pi(\text{abs})} \]

The ratio \( R_n \) of the pion yield in the absence of the absorption, \( \pi(\text{no abs}) \), to that in the presence of the absorption, \( \pi(\text{abs}) \), has a shape as depicted in Fig. 2. This shape is expected from the energy dependence of \( \pi N \) and \( \pi A \) cross sections. These cross sections have peaks at pion momentum \( P_\pi \approx 250 \text{ MeV/c} \) and the peaks end at \( P_\pi \approx 500 \text{ MeV/c} \). This momentum range of pions overlaps with that in K/π measurements.

With a purpose of studying pion absorption effects quantitatively, we are developing a new Monte Carlo simulator based on the nucleon level multichain model. Coding of the simulator is already finished and it is under debugging. The existing code runs for about 5 min/O+Pb event on a 5 Mips machine. Preliminary results showed an excellent agreement with global data of CERN experiments and reasonable fitting to pion’s pT distributions except for the region of pT < 800 MeV/c.

Fig. 1. Mechanism of pion absorption by the two nucleon system.

Fig. 2. A typical behaviour of the ratio \( R_n \) as a function of pion’s momentum \( P_\pi \).
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Quantum chromodynamics (QCD) is the fundamental theory of strong interactions. Hence it is at the basis of entire nuclear physics. Nuclei are many body systems made of nucleons and mesons which are in turn made of quarks and gluons. The QCD describes how quarks and gluons interact.

It is known that the QCD interaction at the nuclear energy scale is too strong to allow analysis by perturbation. We need a theoretical framework which is non-perturbative. Fortunately, a very powerful one is provided by the lattice field formulation of the theory, called the lattice QCD.

To obtain a quantitative prediction of the lattice QCD, we have to rely on the numerical importance sampling calculation of relevant path-integrals. This is where the need of supercomputing arises. Recent research papers in the field typically require $O(10^{17})$ floating point operations. At least one thousand times more computations would be necessary to obtain realistic predictions. Unfortunately the conventional supercomputers based on the so-called “vector processor” technology cannot provide enough computational speed; their typical speed is at most a couple of GF’s (GF: computational speed of one billion floating point operations per second) and is clearly inadequate. Fortunately, however, a new type of supercomputer based on “parallel computing” technology runs much faster: Columbia University’s 256-node parallel supercomputer easily sustains a speed of about eleven billion floating point operations per second for the lattice QCD. There are plans to build yet faster parallel supercomputers with 100 GF and 1TF (1000 GF) capabilities.  

AP1000 is Fujitsu Laboratory’s experimental parallel supercomputer. It consists of a two dimensional rectilinear array of up to $32 \times 32$ microcomputer cells. Each cell consists of a reduced instruction set cpu, a floating point unit, main cache and main memories, and a set of custom designed communication chips. The cpu operates at 25 MHz clock. The fpu provides a peak speed of 8.3 MF (MF: computational speed of one million floating point operations per second). One of the machine’s three communication networks allows, with the help of custom communication chips, data transfer between any pair of cells, not restricted to the nearest neighbors.

The author is developing a full QCD numerical simulation code for the machine. Two important subprograms have been completed. One of them which does not require communications among the cells achieved a speed of about 3 MF per cell. The other one requires massive communication and yet achieved about 2 MF per cell. These numbers should translate into 3 GF and 2 GF speeds respectively for the full scale $32 \times 32$-cell machine, whose peak speed would be 8.3 GF.

The author would like to thank the Parallel Computing Research Facility of Fujitsu Laboratory for providing him AP1000 emulator and access to one of the 64-cell AP1000 machines.
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III-1-21. The $^8\text{Li}(\alpha,n)^{11}\text{B}$ Reaction Cross Section at Low Energy*


(radioactive nuclear beam, nucleosynthesis.)

The $^8\text{Li}(\alpha,n)^{11}\text{B}$ reaction, which is crucial to predictions of inhomogeneous model of primordial nucleosynthesis, has been measured using the radioactive beam facility at RIKEN.

Consideration of the quark-hadron phase transition, though to have occurred $10^{-5}$ s after the Big Bang, has led to the inhomogeneous models (IM) of primordial nucleosynthesis. In the IM, the predicted abundances of light nuclides are close to those observed, but that for $^7\text{Li}$ is apparently considerably higher. Unfortunately, the abundances which are fairly easily determined by astronomers, most notably that of $^7\text{Li}$, are difficult to interpret and to relate to predictions of primordial nucleosynthesis, so those of nuclides heavier than $^{12}\text{C}$ may become crucial in testing the IM. A critical reaction in predicting abundances of $^{11}\text{B}$ and heavier nuclides is $^8\text{Li}(\alpha,n)^{11}\text{B}$, as it apparently is the dominant one linking nuclides to those heavier than $^{12}\text{C}$. Thus we have studied this reaction. The ring cyclotron of RIKEN together with the Riken Projectile fragment Separator (RIPS) produced the $^8\text{Li}$ beam used. Because of the large energy spread of the beam, each ion was tagged and its energy was determined via a channel plate time-of-flight (TOF) system. The $^8\text{Li}$ ions then passed into the Multi Sampling Ionization Chamber, a detector which maps out trajectories of ions passing through it and measures their energy losses in 5 cm increment. The detector gas used in the MUSIC was $^4\text{He}$; it thus served also as the target. $^8\text{Li}(\alpha,n)^{11}\text{B}$ event were identified by the change in $\Delta E/\Delta x$ which accompanied their change from $^8\text{Li}$ to $^{11}\text{B}$, and the energy at which each event occurred was determined by the point at which the change was observed.

The determined cross sections are shown in Fig.1. They are large (200~500 mb) and thus the observable abundance of heavy elements is expected.
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III-1-22. Determination of the Astrophysical $^{13}$N($p, \gamma$)$^{14}$O Reaction Rate by the Coulomb Breakup of $^{14}$O Nuclei in the Field of $^{208}$Pb


NUCLEAR REACTIONS $^{208}$Pb($^{14}$O, $^{13}$Np)$^{208}$Pb, $E/A = 87.5$ MeV, $^{208}$Pb($^{13}$N, $^{12}$Cp)$^{208}$Pb, $E/A = 78.1$ MeV; measured coincidence $\sigma(\theta)$, Coupled channel analysis, deduced $\gamma$ of $^{14}$O(1$^-$; $E_{ex} = 5.45$ MeV), $^{13}$N(1/2$^+$; $E_{ex} = 2.37$ MeV).

The Coulomb breakup process in the field of a heavy nucleus can be used as a source of information on the radiative capture process of astrophysical interest. We studied the breakup of $^{14}$O nucleus, which is related to the $^{13}$N($p, \gamma$)$^{14}$O reaction, a key reaction of the hot CNO cycle of hydrogen burning in stars. The experiment was performed at RIKEN Ring Cyclotron. The RIPS facility was used to obtain the radioactive $^{14}$O beam. Since the secondary beam contained also $^{13}$N, the breakup reaction of $^{12}$N $\rightarrow$ $^{13}$C + $p$ as well as $^{14}$O $\rightarrow$ $^{13}$N + $p$ could be studied simultaneously. The beam energies of $^{14}$O and $^{13}$N were 87.5 A MeV and 78.1 MeV, respectively. The breakup products, proton and $^{12}$C or $^{13}$N were detected by a multi-detector system based on the EMRIC detector.

Figure 1 shows the angular distributions for the reactions $^{208}$Pb($^{14}$O, $^{13}$Np)$^{208}$Pb and $^{208}$Pb($^{13}$N, $^{12}$Cp)$^{208}$Pb exciting the 1$^-$ state at $E_{ex} = 5.17$ MeV in $^{14}$O and the 1/2$^+$ at $E_{ex} = 2.37$ MeV in $^{13}$N, respectively. It is known that the stellar burning process of the hot CNO cycle is dominated by the E1 transition to the 0.547 MeV resonance, corresponding to the $^{14}$O 1$^-$ state. Therefore the quantity of astrophysical interest can be determined from the E1 transition strength or the radiative width $\Gamma_{\gamma}$ of this state. The data are compared with the result of the coupled channel calculation by a code ECIS79, in which the Coulomb breakup mechanism is assumed. The Coulomb deformation parameter $\beta_c$ was adjusted so that the calculated angular distribution fits the data. The best fit was obtained with $\Gamma_{\gamma} = 3.1 \pm 0.6$ eV for $^{14}$O and $\Gamma_{\gamma} = 0.59 \pm 0.18$ eV for $^{13}$N.

The contribution from the nuclear breakup process was estimated to be very small. The present result for $^{13}$N, 0.59$\pm$0.18 eV, agrees well with the value measured via the ($p, \gamma$) reaction, 0.50$\pm$0.04 eV, showing the validity of this Coulomb breakup method.

In Fig. 2, the present value of $\Gamma_{\gamma}$ for the 1$^-$ state in $^{14}$O is compared with values obtained by the other experimental and theoretical works. The recent direct capture measurement with radioactive $^{13}$N beam at Louvain la Neuve gives $\Gamma_{\gamma} = 3.8 \pm 1.2$ eV, which agrees with ours within the errors. The recent recommended value, 1.9 eV, is smaller than the present result. Among the results from alternative measurements, our esti-
T. Motobayashi et al.

Fig. 2. The radiative width $\Gamma_r$ for the 1$^-$ state in $^{14}$O obtained by experimental and theoretical studies.

Estimated errors are the smallest, which demonstrates the high experimental efficiency of the present experiment.
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An explosive hydrogen burning process, which is called rapid-proton (rp) - process, will begin by breaking out of the hot-CNO cycle through the reaction sequence\(^1\): \( ^{15}\text{O}(\alpha,\gamma)^{19}\text{Ne}(p,\gamma)^{20}\text{Na}(p,\gamma)^{21}\text{Mg} \). Among this sequence, the most crucial reaction is considered to be \( ^{19}\text{Ne}(p,\gamma)^{20}\text{Na} \). The first excited state above the threshold in \( ^{20}\text{Na} \) was found\(^3\) at 2.637 MeV with \( J^{\pi}=1^{+} \); this suggests an enhancement of the reaction rate of \( ^{19}\text{Ne}(p,\gamma)^{20}\text{Na} \) roughly by two orders of magnitude, and about 50 % reduction for the onset temperature of the breakout from the hot-CNO cycle.\(^3\) However, the absolute onset temperature is not determined yet. For this problem, an experiment to study the decay property and the total width for the \( 1^{+} \) state was performed by measuring the decay particle and gamma rays with using the projectile fragment of \( ^{20}\text{Mg} \) from the \( ^{24}\text{Mg} \) beam at the RIKEN Ring Cyclotron Facility.

A 100-MeV/u \( ^{24}\text{Mg} \) primary beam of about 10 - 20 nA was used to produce \( ^{20}\text{Mg} \) particles at the rate of 10 - 20 particles of \( ^{20}\text{Mg} \) per second with using RIPS. The secondary beam particles were identified by energy-loss and time-of-flight measurements, and stopped mostly in the third silicon detector of the five-silicon detector array, which was surrounded by a beta-ray spectrometer made of plastic scintillators. There were no specific gamma-ray observations related to the \( ^{20}\text{Na} \) decay with two sets of Ge detectors. This could be due to the small beam intensity used for the experiment. The purity of the secondary beam was about 1 %.

There are four strong lines observed at 857, 1740, 2836, and 5892 keV in the energy spectrum with the silicon detector. The last two lines are found to be the delayed \( \alpha \)-particles via the 7.424- and 10.274- MeV states in \( ^{19}\text{Ne} \). The other low-energy peaks correspond to the proton decays of the \( ^{20}\text{Na} \) states to \( ^{19}\text{Ne} \). The half-life measured by stopping the primary beam for 200 ms just after the \( ^{20}\text{Mg} \) detection was about 110 ms, which is consistent with the known value of \( ^{20}\text{Mg} \).\(^6\) The lowest energy peak of 857 keV (Ex = 3.056 MeV in \( ^{20}\text{Na} \)) is corresponding well to the previously known state, the 3.046 MeV \( (1,2,3)^{+} \) state\(^3\) in energy. This could be the second \( 1^{+} \) state above the proton threshold in \( ^{20}\text{Na} \). There was no clear peak observed at 438 keV for the 2.637 MeV \( 1^{+} \) state in the spectra. The upper limit of the branching ratio estimated for this state is about 1 %. The experimental branching ratios obtained are 86, < 1, 9, and 5 % for the states at 1.057, 2.637, 3.056, and 3.939 MeV, respectively.

By comparing to the beta decay of the mirror nucleus \( ^{20}\text{O} \), the 3.045-MeV state is likely the analogue of the 3.488-MeV state in \( ^{20}\text{F} \), and the 2.637-MeV state is of the 3.175-MeV in \( ^{20}\text{F} \). The latter state was not fed in the beta decay of \( ^{20}\text{O} \),\(^7\) and there is no \( I = 0 \) strength for this state in the spectroscopic factor of the \( ^{19}\text{F}(d,p)^{20}\text{F} \) reaction.\(^6\) These data clearly suggest that the 2.637-MeV state has little component of \( (sd)^{4} \) and the state could be an intruder \( 1^{+} \) state of \( (p)^{-2}(sd)^{6} \).\(^8\)

If one takes \( \Gamma_{\gamma} = 9.3 \text{ meV} \) for the 2.637-MeV \( 1^{+} \) state from the analogue, the 3.175-MeV state in \( ^{20}\text{F} \), the \( ^{19}\text{Ne}(p,\gamma)^{20}\text{Na} \) reaction rate will be reduced roughly by a factor of two. Therefore, the main conclusion in the previous estimate\(^3\) for the rate would not change if the assumption from the analogue state is correct.
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III-1-24. g-Factor Measurements of $^{14}$B and $^{15}$B Ground States


NUCLEAR REACTION $^{93}$Nb+$^{16}$O, E/A=69.5MeV/nucleon: measured $\beta$-ray asymmetry of $^{12}$B, $^{14}$B and $^{15}$B; deduced g-factors of $^{14}$B and $^{15}$B ground states.

Recent experiments$^{1,2}$ have revealed that ejectile nuclei in the fragmentation of intermediate-energy heavy-ion projectiles are largely spin-polarized. In this report we present the application of this phenomenon, resulting in the first measurements of the ground state nuclear moments of $^{14}$B ($T_{1/2} = 12.8$ ms) and $^{15}$B ($T_{1/2} = 10.3$ ms). The experiments were carried out by using a radioactive beam line RIPS.$^{3}$ Short lived nuclei $^{12}$B, $^{14}$B and $^{15}$B were produced by fragmentation of $^{18}$O projectiles at 69.5 MeV/nucleon on a $^{93}$Nb target (200 $\mu$m in thickness). Those nuclei emitted at angles around 3 degrees were isotope-separated and momentum-selected by the RIPS and implanted into a Pt stopper placed at the final focus of the RIPS (Fig. 1). The g-factors were deduced from the observation of NMR detected by the change of $\beta$-ray asymmetry. Examples of NMR spectra are shown in Fig. 2. The g-factors of $^{12}$B, which were already known to a good accuracy, were used for the calibration. From the peak position extracted from Lorentian fits, we obtained preliminarily the following values;

$$g(^{14}$B) = 0.5923\pm0.0047$$
$$g(^{15}$B) = 1.771\pm0.015$$

No corrections on these values for Knight shifts are necessary, since the calibration was done by $^{12}$B (the same element). A shell model calculation on $^{14}$B and $^{15}$B is now in progress.
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III-1-25. Disappearance of the Giant Dipole Resonance in Hot Nuclei


NUCLEAR REACTION $^{nat}$Ni, $^{92}$Mo, $^{122}$Sn + $^{40}$Ar, $E(^{40}$Ar) = 26 MeV/nucleon: measured GDR decay $\gamma$ rays in coincidence with fusion residues; deduced $dM/dE_\gamma$/decay for $E_\gamma > 5$ MeV.

The giant dipole resonance (GDR) $\gamma$-ray emission from highly excited nuclei has provided a unique tool to study the property of hot nuclei. It was shown that the GDR $\gamma$-ray decay is quenched above $E_x \approx 350$ MeV for the $^{76}$Ge + $^{40}$Ar fused system.1) Our previous work,2) performed with the $^{92}$Mo + $^{40}$Ar reactions at $E/A=21$ and 26 MeV, suggested that the GDR disappears at $E_x \approx 200$ MeV due to excessive broadening of the resonance. It is, thus, very interesting to obtain systematic information especially on the high temperature limit of the existence of the GDR.

For this purpose, the GDR decay $\gamma$-rays from other fused systems have been measured at the RIKEN Ring Cyclotron (RRC). High energy $\gamma$-rays were measured in coincidence with fusion-like residues in the $^{40}$Ar + $^{nat}$Ni, $^{92}$Mo, $^{122}$Sn reactions at $E/A=26$ MeV. The high energy $\gamma$-rays were detected with a BaF$_2$ 2π detector system consisting of 80 BaF$_2$ scintillators.

The emitted $\gamma$-rays from hot nuclei were calculated using the extended version of the code CASCADE. In order to obtain a limiting temperature for the existence of the GDR, two different analyses have been performed. The standard calculation with a fixed GDR width, used to analyze the data at low excitation energies, overestimates $\gamma$-ray yields in the region between 10 and 20 MeV. The only way to explain the saturation of the yield is to quench the $\gamma$-ray emission above a limiting excitation energy. Thus, in the analysis using the standard calculation, a limiting excitation energy can be defined as the excitation energy above which the nucleus does not emit $\gamma$-rays. The other method employed in Ref. 2 is to incorporate the energy dependence of the resonance width in the calculation. We applied the same excitation energy dependence of the width as employed for the $^{40}$Ar + $^{92}$Mo system in Ref. 2. The width increases rapidly as the excitation energy increases, so that the strength of the energy windows of the GDR region ($12 < E_\gamma < 20$ MeV) decreases without a reduction in the EWSR strength. The limiting excitation energy in this analysis was defined as the energy above which the width of the GDR becomes larger than 30 MeV.

The deduced limiting temperature for the existence of the GDR decreases as the mass number increases, described as $T_1 \sim 17A^{-1/3}$ MeV where $T_1$ is the limiting temperature and A the mass number. Since the resonance energy is approximated to be $80A^{-1/3}$ MeV, it can be said that the GDR disappears at the temperature of about a quarter of the resonance energy.
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III-1-26. Study of $^{33}$Si with Radiation-Detected Optical Pumping in Solids


NUCLEAR REACTION $^{40}$Ar+$^9$Be, E($^{40}$Ar) = 94 MeV/nucleon; optical pumping in solids GaAs; measured $\beta$-ray asymmetry from $^{33}$Si; measured lifetime of $^{33}$Si; magnetic resonance of $^{33}$Si.

Recently several experimental and theoretical investigations suggest that the neutron magic number may not be 20 in light neutron-rich region (Ne to Si), thereby some nuclei being deformed around N = 20. To get more detailed nuclear-structure information on this region, we tried as a first step to measure the magnetic moment of $^{33}$Si with a newly developed method of $\beta$-RADOP in solids.1)

The isotope $^{33}$Si was produced as a projectile fragment in the interaction of an Ar beam with a Be target at the incident energy of 94 MeV/nucleon. After mass separated with the mass separator RIPS at RIKEN, the $^{33}$Si isotopes were implanted into a GaAs crystal cooled by contact to a liquid He bath. The implantation rate of the isotopes was about 8000 s$^{-1}$. The GaAs crystal was irradiated with a circularly-polarized laser light from a Ti-sapphire laser under an external magnetic field (2.5 kG). The spin polarization of electrons excited from the valence to the conduction bands was then transferred to the nuclear spin of $^{33}$Si via the hyperfine interaction.2) The degree of nuclear polarization was measured by detecting the asymmetry of $\beta$-rays with a pair of scintillation-counter telescope.

Nuclear polarization was achieved only with the laser light in a narrow region of wavelength around 845 nm. A preliminary data of magnetic resonance by applying a rf magnetic field together with the laser optical pumping is shown in Fig. 1. Neglecting a possible effect of the Knight shift, the measured magnetic resonance suggests that the g-factor of $^{33}$Si is 0.803 ± 0.021. We also obtained a more precise half-life of $^{33}$Si than previous data from a time spectrum of $\beta$-rays (Fig. 2); The deduced half-life is 6.332 ± 0.029 sec, which should be compared with previous adopted result of 6.18 ± 0.18 sec.3)
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**III-1-27. Density Distribution and E1 Strength of $^{11}$Li**


The interaction cross sections ($\sigma_i$) of $^{11}$Li on C, Al, Cu, and Pb at 43 and 75 A MeV were measured by a transmission method using $^{11}$Li secondary beams provided by the radioactive beam facility RIPS 1 at RIKEN Ring Cyclotron.

To study a density distribution, we searched for the best fit to the $\sigma_i$ on C at 43, 75, 400, 790 A MeV using a Glauber model 2 by changing parameters of a density profile. The density profile of $^{11}$Li is supposed to be composed of a Harmonic oscillator density and a Yukawa square tail. The best fit reproduces well the energy dependence of $\sigma_i$ as shown by the solid line in Fig. 1. The result shows that $^{11}$Li has the density distribution with a long tail, which is consistent with a picture that $^{11}$Li has a neutron halo. 3

To study an E1 strength, we determined electromagnetic dissociation cross sections ($\sigma_{EMD}$) on Pb by subtracting nuclear part ($\sigma_{nuc}$) from $\sigma_i$.

Here, we estimated $\sigma_{nuc}$ by the Glauber type calculation using the density distribution mentioned above. From the obtained $\sigma_{EMD}$'s, we searched an excitation energy and a reduced transition probability of $^{11}$Li using a virtual photon theory, 4 assuming that the only one excited state contributes to $\sigma_{EMD}$ mainly. The outer contour in Fig. 2 shows a limit in which the overall fitting is better than 1σ. The result shows that $^{11}$Li has a significantly large strength in a low excitation energy, which supports the existence of a soft giant dipole resonance. 5

**References**


The transverse momentum ($P_t$) distribution of $^9$Li fragment from 800A MeV $^{11}$Li on p, d, and C targets are measured with high statistics at the LBL Bevalac. Improvements of the intensity of primary $^{18}$O beam and the beam optics enabled us to use about 300 $^{11}$Li per pulse. The experimental system is essentially the same one as already reported in previous publications except the target system for liquid hydrogen and deuterium.$^{1,2}$

The thickness of the target was about 12 cm. Figure 1 shows thus determined $P_t$ distribution. The widths of $^9$Li and neutron fragment distribution were used to deduce the correlation term $<P_t\cdot P_n>$ between two halo neutrons. It was found that the correlation term has a large positive value (300±43 (MeV/c)$^2$) and thus suggesting that these neutrons are moving to the same direction in average. It presents quite a contrast to normal nucleon correlations, in which the correlation has negative value. Therefore present data suggest a formation of a cluster of neutrons moving together "di-neutron". Present analysis, however, depends on the simple qualitative reaction model. Therefore we need a detailed realistic reaction model to confirm this correlation. Also we need high statistic data of the neutron distribution at high energies because they were measured only at a low energy (30 A MeV) where final state interactions may be important.

This work is supported by the US Department of Energy under the contract No. DE-AC03-76 SF0098, by the LBL-RIKEN collaboration program, and by the Japan-US Cooperative Program from the Japan Society for the Promotion of Science.
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III-1-29. Measurement of Angular Distributions for the \( ^{9,11}\text{Li} + p \) Elastic Scattering


NUCLEAR REACTIONS \( p(9,11\text{Li},9,11\text{Li})p, E/A=62 \text{ MeV} \)

\[ ^{11}\text{Li}, \text{60 MeV}(^9\text{Li}) : \text{Measured } d\sigma(\theta)/d\Omega. \]

The elastic scattering of 62 MeV/nucleon \( ^{11}\text{Li} \) and 60 MeV/nucleon \( ^{9}\text{Li} \) nuclei on a proton target as a reversed kinematics was measured for the first time at the RIKEN Ring Cyclotron facility. Secondary beams of \( ^{8,11}\text{Li} \) were produced at the RIPS using 100 A MeV \(^{18}\text{O} \) primary beam on the \(^{9}\text{Be} \) target with the thickness of 7.5 mm. A disk of \( \text{CH}_2 \) with the thickness of 95 mg/cm\(^2\) was used as a proton target. The experimental set-up and method are presented in the other pages in this progress report. Angular distributions obtained are given in Fig.1 in which \( ^{6,7}\text{Li} \) isotopes data\(^{1)} \) are also shown for comparison. It is noted that angular distribution for the \(^9\text{Li} + p \) system may include some inelastic scattering due to the excited states in \(^9\text{Li} \). On the other hand, \( ^{11}\text{Li} \) data include only the elastic scattering because no particle stable excited states exists in \(^{11}\text{Li} \).

One can clearly see two remarkable features in the \(^{11}\text{Li} + p \) cross section, one is the shift of the first minimum to forward angle, \( 44^\circ \), compared with those of the other isotopes and the other is the reduction of the cross sections compared with those of other isotopes. The general trends of the \(^{9}\text{Li} + p \) system, whereas, is in fair accordance with the systematics established for \(^{6,7}\text{Li} \) isotopes. The shift of the minimum position in the \(^{11}\text{Li} + p \) cross sections to forward angle is qualitatively understood as an influence of the greater matter extension due to the outer two neutrons.

Fig. 1. Measured angular distributions for the \(^{8,11}\text{Li} + p \) system as obtained in the present work. For comparison, \(^{8}\text{Li} \) isotopes data are also shown. The solid lines from points to points are only for guiding eye.

On the other hand, a considerable reduction of cross sections in the \(^{11}\text{Li} + p \) system emphasizes the importance of two-neutron break–up in \(^{11}\text{Li} \).
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One of the most interesting subjects of neutron halo nuclei is the $E1$ excitation. Large enhancements of interaction cross sections and two neutron removal cross sections of $^11\text{Li}$ observed on high $Z$ targets suggest a notable $E1$ strength in a low excitation energy region of $^11\text{Li}$. In order to extract the $E1$ strength distribution of $^11\text{Li}$, we have performed a full exclusive measurement of $^11\text{Li} \rightarrow ^9\text{Li} + 2n$ process on a lead target.

Unstable $^11\text{Li}$ beam provided by the RIPS facility at RIKEN irradiates a lead target at $43 \pm 3$ A MeV. The energy and position at the target were measured by time-of-flight (TOF) of two plastic scintillators and a tracking of multiwire proportional chambers, respectively. Neutrons were measured by five layers of plastic scintillator hodoscopes at 3.5-5.5 m distance from the secondary target, each of which consists of 16 scintillators of 6 cm square times 110 cm long. To identify a multi-hit by a cross talk caused by a scattering of a single neutron, the hodoscopes were separated each other by 55 cm. Charged particles ($^9\text{Li}$) were measured by $\Delta E$ detectors (a Si SSD and a plastic scintillator) and the first layer of the neutron detector for $E$ and TOF. The $\Delta E$ detectors were set around the grazing angle (about 5 degree) away from beam direction in order not to be triggered by non-interacted $^11\text{Li}$ beam.

The excitation energy of $^11\text{Li}$ is deduced by constructing an invariant mass of all the three particles ($^9\text{Li}$ and 2n). The energy resolution for the excitation energy is less than 0.3 MeV, which is independent of the resolution of the beam. Figure 1 shows the relative energy spectra for $^9\text{Li}$ and two neutrons. The excitation energy spectrum is obtained by shifting threshold energy of $^11\text{Li}$ to $^9\text{Li} + 2n$ (300 keV). As shown in the figure, there is a peak around 600 keV corresponding to 0.9 MeV excitation, which is expected as a soft $E1$ mode. The excitation energy of the peak is slightly smaller than that observed in pion double charge exchange reaction $^1\text{B}(\pi^-, \pi^+) ^1\text{Li}$, which may be due to the different reaction dynamics.

A Monte Carlo calculation for the overall detection efficiency, including neutron detection efficiency, is now in progress to deduce the absolute magnitude of the cross section and strength. The correlation between detected neutrons will be investigated in a future analysis.
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The search for high-spin isomers in $^{144}$Pm was carried out using a gas-filled recoil ion separator. An 8.5 MeV/u $^{136}$Xe beam was delivered by RIKEN Ring Cyclotron. Nitrogen gas of 5 Torr, which also served as a target, filled the E1C beam course. The recoil products were separated from the beam and collected on a catcher surrounded by four BGOASC Ge detectors. Transitions originating from isomeric states were exclusively observed in the present setting.

Many new transitions were found above the known $9^+$ state at 841 keV. One of the $\gamma-\gamma$ coincidence spectra (gated by 538 keV) is shown in Fig. 1. The excitation function was measured at the Tandem Accelerator Center, University of Tsukuba. The decay scheme shown in Fig. 2 was proposed based on the data, although it was a very preliminary one.

![Gamma-ray spectrum gated by 538 keV transition](image)

Fig. 1. Gamma-ray spectrum gated by 538 keV transition.

![Decay scheme above the 9$^+$ state at 841 keV of $^{144}$Pm](image)

Fig. 2. Proposed decay scheme above the 9$^+$ state at 841 keV of $^{144}$Pm.
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III-1-32. High-Spin States of $^{144}$Pm Studied by $^{138}$Ba($^{10}$B, 4n)$^{144}$Pm Reaction

Y.H. Zhang, T. Murakami, Y. Gono, A. Ferragut, K. Furuno,
T. Komatsubara,* and T. Hayakawa*

In order to determine the location and its corresponding decay scheme of the new isomeric state in $^{144}$Pm,1) we measured the $\gamma$-ray excitation functions and their anisotropies using $^{138}$Ba($^{10}$B, 4n)$^{144}$Pm reaction at the beam energies from 42.5 MeV to 55 MeV by 2.5 MeV step. The $^{10}$B beam was provided by the tandem accelerator of University of Tsukuba.

The $\gamma$ rays corresponding to the transitions both above and below the first isomeric state (9+) at 841 keV, have been identified in the $\gamma$ energy spectrum and the excitation functions as shown in Fig. 1. The known transitions are indicated by the initial and final spins on the left of each curve.

The relative intensities and anisotropies of these $\gamma$ rays measured with a 50 MeV beam energy are given in Table 1. The anisotropies of the new $\gamma$ rays suggest that they are prompt decays.

The peak at 538 keV, which is the strongest line among the $\gamma$ rays observed in the decay of the new isomeric state,1) has not been observed in this experiment, that means this isomeric state was not populated in the $^{138}$Ba($^{10}$B, 4n)$^{144}$Pm reaction. The spin of the isomeric state may be understood as higher than 25 $\hbar$.
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Table 1. Measured $\gamma$-ray relative intensities and their anisotropies. Intensities are normalized to that of 171.8 keV line.

<table>
<thead>
<tr>
<th>$E_\gamma$ (keV)</th>
<th>$I_\gamma$ rel</th>
<th>$W$ (90°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>232</td>
<td>0.95</td>
<td>1.18 ± 0.13</td>
</tr>
<tr>
<td>274</td>
<td>0.19</td>
<td>1.47 ± 0.16</td>
</tr>
<tr>
<td>282</td>
<td>0.94</td>
<td>1.17 ± 0.12</td>
</tr>
<tr>
<td>285</td>
<td>0.29</td>
<td>1.30 ± 0.14</td>
</tr>
<tr>
<td>327</td>
<td>0.89</td>
<td>0.97 ± 0.10</td>
</tr>
<tr>
<td>342</td>
<td>0.61</td>
<td>1.01 ± 0.15</td>
</tr>
<tr>
<td>355</td>
<td>0.36</td>
<td>1.31 ± 0.14</td>
</tr>
<tr>
<td>367</td>
<td>0.15</td>
<td>1.43 ± 0.15</td>
</tr>
<tr>
<td>377</td>
<td>0.34</td>
<td>0.99 ± 0.11</td>
</tr>
<tr>
<td>386</td>
<td>0.08</td>
<td>0.96 ± 0.10</td>
</tr>
<tr>
<td>423</td>
<td>0.22</td>
<td>0.78 ± 0.08</td>
</tr>
<tr>
<td>433</td>
<td>1.17</td>
<td>0.73 ± 0.08</td>
</tr>
<tr>
<td>451</td>
<td>1.15</td>
<td>1.27 ± 0.13</td>
</tr>
</tbody>
</table>

Fig. 1. $\gamma$-ray excitation functions. Intensities are normalized to that of 171.8 keV line.

* Tandem Accelerator Laboratory, University of Tsukuba.
Coulomb excitation provides information on the nuclear structure through the matrix elements of the electromagnetic operator. These matrix elements can be deduced from the Coulomb excitation cross section measurement.  

A Coulomb excitation experiment of the unstable nucleus $^{152}$Dy was performed by using the gas filled recoil ion separator. The nucleus $^{152}$Dy was produced by the $^{24}$Mg($^{136}$Xe, 8n)$^{152}$Dy reaction. The average energy of the recoil nucleus $^{152}$Dy, at the position of the secondary target, was estimated to be 3.9 MeV/A, which is well below the Coulomb barrier between the $^{152}$Dy and the secondary target $^{208}$Pb.

Ions scattered by the lead target were detected by the position sensitive parallel plate avalanche counter (PPAC) to correct the Doppler shift of the $\gamma$-rays emitted in flight. The Doppler shift of the 614 keV $\gamma$-ray emitted by the $2^+ \rightarrow 0^+$ transition in $^{152}$Dy and the width of the broadening were respectively about 30 keV and 50 keV, as indicated in the figure (the second spectrum from the top).

After a Doppler correction, the $\gamma$-ray peak appears (first spectrum from the top) at the energy of 613 keV which is very close to the energy of the $2^+ \rightarrow 0^+$ transition of $^{152}$Dy (614 keV). The number of counts in the peak (50 counts) is also comparable to our estimation based on the known life-time of the $2^+$ state of $^{152}$Dy.

This result shows that our set-up can be used for further studies of various unstable nuclei. The interesting quantity which can be extracted from this kind of experiment is the quadrupole moments of excited states by measuring the reorientation effect.
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III-1-34. Spin Isospin Excitation in the Reaction \((d, ^3\text{He})\)


(NUCLEAR REACTION \(^6\text{Li}, ^{12,13}\text{C}, ^{23}\text{Na}(d, ^3\text{He}) Ed=260 \text{ MeV.})

Spin-isospin excitation modes of nuclei, Gamow–Teller (GT) transitions in particular, have been studied extensively by \((p, n)\) reactions. The observed GT strengths are consistently below the sum rule limit. This so-called "quenching" of the GT strengths has been the subject of many theoretical and experimental studies. It is currently thought that there are two major origins of the quenching, RPA correlations in nuclei and subnucleon degrees of freedom of constituent nucleons. The GT strengths one measures in \((p, n)\) reactions correspond to those for \(\beta^+\) decays. It is necessary, however, to measure GT strengths in the \(\beta^-\) counterparts to make a rigorous comparison with the sum rule. Intermediate energy \((n, p)\) reactions are being studied at a few institutes in order to obtain the latter information. Such reactions are not easily done, however. Although spin–flip components are more strongly excited by intermediate energy \((n, p)\) reactions than non-spin–flip components, spin–flip probability measurements are required, in principle, to distinguish the two components. Furthermore, neutron beam intensities are limited at present, and a long beam-time is needed even with thick neutron production targets at the sacrifice of resolution. On the other hand, there are several advantages of using intermediate energy \((d, \text{p})\) reactions instead. The detection of \(^3\text{He}\), two protons in the relative singlet state, automatically makes the reaction go through spin-flip components. Second, use of the primary beam from an accelerator makes the running time shorter with a possibility of higher-resolution measurement. A major disadvantage of \((d, ^3\text{He})\) reactions may be the difficulty in measuring two protons emitted in the same direction in coincidence. This difficulty could be overcome by a new detection system SMART \(^1\) at RIKEN ring cyclotron. Another disadvantage lies in the fact that the reaction mechanism of such reactions is not well understood. This could be circumvented if one could establish an empirical relation between the \((d, ^3\text{He})\) cross sections (at small angles, preferably at 0°) and GT strengths.

We have studied the \((d, ^3\text{He})\) reactions on \(^6\text{Li}, ^{12,13}\text{C}, ^{23}\text{Na}\) at \(Ed =260 \text{ MeV}\) to investigate the possibility of using \((d, ^3\text{He})\) reactions as a probe to nuclear spin-isospin excitations. The \(\beta^-\) decay \(\log f\) values are well known for the ground states of the residual nuclei in these reactions. The targets were 149 mg/cm\(^2\) thick metallic \(^6\text{Li}\), 180 mg/cm\(^2\) thick nat\(^6\text{C}\), 166 mg/cm\(^2\) thick \(^{13}\text{C}\), and 133 mg/cm\(^2\) thick metallic \(^{23}\text{Na}\). Two sets of position counters, each consisting of four multi-wire drift chambers,\(^2\) and two scintillator hodoscopes were placed after the first dipole magnet of SMART, and used to detect two protons in coincidence.\(^3\) Zero degree measurements are crucial in comparison with the \(\beta^-\) decay strengths. This was realized by stopping the deuteron beam at an insulated carbon block inside the dipole magnet. The beam stopper was shielded by lead blocks to reduce background. Measurements were also made at 4°, 7°, and 12.5°.

Figure 1 shows a sample \(^3\text{He}\) energy spectrum at 0° for \(^{13}\text{C}\). This is remarkably similar to those for the \(^{13}\text{C}(p, n)\) reactions. The strongest peak in the spectrum corresponds to the 1° ground state in \(^{17}\text{N}\). The peaks around 4.3 MeV and 7 MeV observed in \((p, n)\) reactions were interpreted as 2° and 1° spin dipole states. These two peaks become stronger at larger angles.
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* Asikaga Institute of Technology.
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![Energy spectrum of \(^3\text{He}\) at 0° for the \(^{13}\text{C}(d, ^3\text{He})\) reaction at \(E_d =260 \text{ MeV.}\)](image-url)
Zero-degree cross sections for the ground states of all the nuclei measured are compared with the $\beta^-$ decay strengths $B(GT)$ calculated from the known log $ft$ values (Fig. 2). Cross sections were calculated using effective solid angles of the detection system estimated from Monte Carlo calculations. A proton relative-energy spectrum is discussed in detail in Ref. 3.

The present data demonstrate the usefulness of the large solid-angle spectrometer system SMART in $^3$He measurement and the applicability of (d, $^3$He) reactions to the study of spin-isospin excitation modes of nuclei.
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III-1-35. The $^1$H(d,2p)n Reaction as an Analyzer for the Deuteron Tensor Polarimeter at Intermediate Energies

T. Motobayashi, S. Kox,*1 C. Perrin,*1 J. Arvieux,**1 J.P. Bocquet,*1 B. Bonin,*3 A. Boudard,*3 J. Carbonell,*1 G. Gaillard,*1 M. Garçon,*3 L. Ghedira,*1 G. Guillaume,*5 J. Guillot,*6 F. Merciez,*1 Nguyen Van Sen,*1 D. Rebreyend,*1 C. Wilkin,*7 and J. Yonnet*2

NUCLEAR REACTION $^1$H(d,2p)n, $E=200, 350$ MeV; measured $\sigma(\theta)$, $A_x(\theta)$, $A_{xx}(\theta)$, $A_{yy}(\theta)$, PWIA analysis, deduced figure of merit factor for deuteron tensor polarimeter.

A new analyzer reaction for the deuteron tensor polarimeter at intermediate energies should be found, because a polarimeter based on the $^3$He(d,p)$^4$He reaction is feasible only below $E_d\approx 40$ MeV. The AHEAD polarimeter,1 using the elastic deuteron-proton scattering, successfully measured tensor polarizations up to $E_d=200$ MeV. However this polarimeter quickly loses the efficiency at higher energies. The charge exchange reaction $^1$H(d,2p)n is a candidate of the analyzer reaction at these higher deuteron energies, because an impulse approximation model predicts large tensor analyzing powers $T_{20}$, $T_{22}$ (or $A_{xx}$, $A_{yy}$) at the low excitation energy $E_x$ for the final two proton system.2)

To confirm the above prediction and to check the feasibility of a tensor polarimeter based on the $^1$H(d,2p)n reaction, the cross section and deuteron tensor analyzing powers $A_{xx}, A_{yy}$ have been measured at $E_d=200$ and 350 MeV.4) The experiment was performed with polarized deuteron beams delivered by the Laboratoire National Saturne synchrotron.

From the cross sections and tensor analyzing powers obtained, we deduced figures of merit for the polarimeter defined by integrating the square of the analyzing powers times the corresponding cross section,

$$\int dq^2 dE_x (T_{2\alpha})^2 d^2\sigma/dq^2 dE_x.$$

Deduced values for 200 and 350 MeV incident energies are given in Table 1. These are a little smaller than the values $F_{20}=1.8 \times 10^{-2} b/\lambda^2$ and $F_{22}=1.6 \times 10^{-3} b/\lambda^2$ obtained for elastic d-p scattering at 170 MeV, which decreases rather quickly with energy.1) These results demonstrate that the $^1$H(d,2p)n reaction can be used to develop a new deuteron tensor polarimeter in the energy range 200-400 MeV. A new device for a real polarimeter is currently under construction.5)

Another favourable aspect of the (d,2p) reaction as an analyzer is that reliable interpolation to different energies is possible with the help of theory. The energy dependence of the tensor analyzing power for low $E_x$ at $0^\circ$ is displayed in Fig. 1 in a wide energy range from $E_d=50$ MeV to 2 GeV. The data at 56 and 70 MeV are taken from Ref. 6 and the one at 2 GeV from Ref 7. Note that at $0^\circ$, $T_{22}=0$ and $A_{xx}=-A_{yy}=1/2 T_{20}$. The transverse spin transfer coefficients $K_2\gamma$ of the $^1$H(p,n)2p reaction are converted to the $A_{yy}$ of the $^1$H(d,2p)n reaction with the help of the relation,2)

$$2A_{yy}+3K_2\gamma=-1.$$
Fig. 1. Tensor analyzing power $A_{yy}$ at $0^\circ$. Open circles represent the results of the $^1\text{H}(d, 2p)n$ reaction and closed ones the values converted from the $K_3^p$ values of the $^2\text{H}(p, n)2p$ reaction (see in the text). Solid curve represents the prediction with the impulse approximation prediction.

The impulse approximation model reproduces well the data for the entire energy range except for several low energy $(p, n)$ reaction data. One possible explanation for this discrepancy is that these data were measured with poor energy resolution and hence with a possible admixture of the $P$-wave for the final two proton state, whereas the relation (2) is only valid for the singlet final state.
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III-1-36. Pion Absorption at 1 GeV/c


\[
\text{NUCLEAR REACTION } ^4\text{He}, ^{12}\text{C}(\pi^+, pp), (\pi^+, pn), \\
P_\text{s} = 1 \text{ GeV/c, pion absorption.}
\]

The first experiments concerning the pion absorption in the GeV region have been performed. Both the \((\pi^+, pp)\) and \((\pi^+, pn)\) modes were measured at 1 GeV/c on \(^4\text{He}\) and \(^{12}\text{C}\), and the isospin dependence of the two-nucleon absorption cross sections was obtained.

The experiments have been done with the 12 GeV Proton Synchrotron at National Laboratory for High Energy Physics (KEK). According to the kinematical condition of the two-body absorption, a magnetic spectrometer was set in the forward angles (5°-40°) to detect the higher-momentum protons, and TOF walls were set in the backward angles (80°-175°) to detect lower-momentum protons or neutrons. The forward protons were identified from the momentum and TOF in the spectrometer (Fig. 1), and two-nucleon absorption events which satisfy the kinematical condition were clearly observed (Fig. 2). Figure 3 shows preliminary results of the angular dependence of \((\pi^+, pp)\) cross sections for \(^4\text{He}\) and \(^{12}\text{C}\) targets, with reference to the deuteron data. Tentative values of the angle-integrated cross sections for \((\pi^+, pp)\) on \(^4\text{He}\) and \(^{12}\text{C}\) give \((6.8 \pm 1.2) \times 10^3 \mu\text{b}\) and \((1.3 \pm 0.3) \times 10^3 \mu\text{b}\), respectively, while for deuteron it is \(79 \mu\text{b}\).
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The yield of \((\pi^+, \text{pp})\) is presented with the absorption cross section on the pair with the initial isospin of \(T\) and \(T_z\), as below.

\[
\sigma(\pi^+, \text{pp}) = <1110 1 11>^2 N_{1,\,0} \sigma_{1} \\
+ <1100 1 11>^2 N_{0,\,0} \sigma_{0}
\]

where \(N_{ij}\) and \(\sigma_i\) denote the number of nucleon pair in nuclei with isospin \(T = i\) (\(i = 1, 0\)) and \(T_z = j\) (\(j = -1, 0\)), and the absorption cross section on that pair, respectively. Using this expression the ratio of the cross section for \({}^4\text{He}\) to that for deuteron leads to the isospin ratio \(\sigma_1\) to \(\sigma_0\).

\[
\frac{\sigma_1}{\sigma_0} = 2R - 6 : R = \frac{\sigma(\,{}^4\text{He}(\pi^+, \text{pp}))}{\sigma(\,\text{D}(\pi^+, \text{pp}))}
\]

A preliminary ratio \(\sigma_1/\sigma_0\) is about 11. This result suggests a relatively large contribution of the \(T=1\) pair absorption (\(\sigma_1\)) to that of \(T=0\) (\(\sigma_0\)) in the GeV region.
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III-1-37. Surface Muon Production in Reactions of $^{14}$N at 135A MeV and of $^{40}$Ar at 95A MeV with Various Target Nuclei

K. Ishida, T. Matsuzaki, R. Kadono, A. Matsushita, and K. Nagamine

Surface muons are produced when pions produced in nuclear reactions are stopped near the surface skin of a production target. The probability that a produced pion is converted into a surface muon was calculated by a Monte-Carlo method and the result is shown in Fig. 1 as a function of the pion energy. It is shown that the surface muon yield is very sensitive to the low-energy part of the pion energy spectrum.

Fig. 1. Efficiency for the pions to be converted to surface muons as a function of the pion energy in a graphite target of 225 mg/cm$^2$ thickness. Pion emission angle was assumed to be isotropic.

We have already reported the measurement of the surface muon yields for $^{14}$N at 135A MeV and with various target elements. The result has indicated a strong suppression of low-energy pion yields for heavy target nuclei. The suppression was attributed either to the final pion energy shift by the Coulomb interaction or to the pion reabsorption. In that report, the Coulomb shift calculation was not strong enough to explain the observed suppression since only the hot spot of the fire-ball model was taken into account as a Coulomb source. However, the Coulomb effect might become sufficiently large if all the reaction fragments are included in the calculation, since the fragments might not be so far away at the time of pion emission. These models might be selected if the size of the projectile nucleus is changed, for example, from N to Ar, since the hot spot size would be much larger for Ar projectiles, while the total charge is less dependent on the projectile size.

Thus we have carried out an experiment to measure the surface muon production rate for $^{40}$Ar beams at 95A MeV from RRC. Preliminary analyzed data as well as the data for $^{14}$N are shown in Fig. 2, which indicates that the target dependence of the low-energy pion yields is almost the same for the two incident nuclei and seems to favor the latter model. Detailed analysis is now in progress.

Fig. 2. Pion production cross section weighed by the energy-dependent factor (see Fig. 1) obtained from the measured surface muon yield.
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III-2. Atomic and Solid-State Physics

1. Higher Differential Cross Sections for Ionization of Helium by Proton Impact

H. Fukuda, I. Shimamura, L. Végh,* and T. Watanabe**

The p-He collision is a prototype suitable for detailed studies of dynamics of ionization by comparing experiments with theories. Thus, this system is the subject of some recent papers on new aspects of differential ionization cross sections. We have applied to this system an eikonal distorted-wave approximation (EDWA) that accounts for the distortion of the proton motion from the plane wave due to the interaction with He; the eikonal approximation is used for the distorted waves in the distorted-wave Born approximation. The following summarizes the work published elsewhere. 1,2

The deflection angle ($\theta_p$) of the protons (with a mass $m_p$) in high-energy ($E$) large-distance collisions is determined by the net effect of the perturbation interactions with the He nucleus and the electrons. The $\theta_p$ in intermediate-distance collisions is determined mainly by the binary collisions with the electrons (with a mass $m_e$). The largest possible angle of deflection of a proton by a stationary free electron is $m_e/m_p = 0.545$ mrad in the laboratory frame. At this angle the $\theta_p$ distributions measured for the p-He collisions show a shoulder at high $E$. This has been interpreted to be due to efficient binary collisions between the protons and the quasi-free electrons in He for $\theta_p < 0.545$ mrad, and to the absence of these collisions above 0.545 mrad.

The $\theta_p$ distributions, calculated in the EDWA for energies above 300 keV, agree well with experimental results; the agreement is substantially better than in the case of the plane-wave Born approximation (PWBA) especially for $\theta_p > 0.545$ mrad. After confirmation of this fact, higher differential cross sections with respect to both the scattered protons and the ejected electrons are calculated in detail. This clarifies, in particular, the momentum distributions of electrons contributing to the shoulder in the $\theta_p$ distributions. The momentum and angular distributions of the recoil He$^+$ ions at fixed values of $\theta_p$ are also compared with recent coincidence measurements. For extremely small $\theta_p$ for which the PWBA and the EDWA are known to be reliable and produce results in agreement with each other, these approximations lead to average momenta of He$^+$ significantly lower than the measured values. The reason is still unknown at this stage.
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Photoionization of two electrons in helium is one of the simplest processes in atomic collisions in which the electron-electron interaction is required. Without the electron-electron interaction the photon would have to interact with both target electrons for the double ionization to occur, and this is unlikely. When the photon energy, $E_y$, is much larger than the target ionization potential, at least one of the outgoing electrons leaves the target region relatively fast. Thus the effects of the electron-electron interaction in the final state are expected to be weak. In this report, we present the results of calculations for such a system by using the many-body perturbation theory (MBPT) in lowest-order. The details of the MBPT method employed are described elsewhere.

Amplitudes included in our calculation of the double ionization consist of the ground-state correlation (GSC), shake-off (SO), and two-step 1 (TS1) contributions. The TS1 amplitude corresponds to absorption of a photon by one electron which then hits the other electron on the way out of the target. Ratios of double to single ionization cross sections are shown in Fig. 1 as functions of the photon energy. The destructive interference between the TS1 and GSC in our results is evident. Our results lie below the experimental data by Carlson, Schmidt et al., and Hollard et al. at lower photon energies because of the lack of higher-order correlations. At $E_y = 2.8$ keV, our value is in agreement with the recent observation of $R_y = 1.6 \pm 0.3\%$ by Levin et al.

To conclude, the effect of electron-electron interaction both before and after the photon absorption (i.e. GSC and TS1 amplitudes) is substantial even in the high energy photon region. This fact suggests the essential roles of the electron-electron interaction in the double continuum state of helium as well as in the ground state. Furthermore, although $R_y$ is approximate-
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The mechanism of the Thomas double-scattering process has been one of the long-standing subjects in the physics of ion-atom collisions. Following the pioneering study of Drisko, many theoretical methods based on the perturbation theory have been proposed and applied to the analysis of this process. Though a precise calculation of the second-order terms has become practically possible owing to the progress of high-speed computers, the success of the measurements of the Thomas peak for proton-helium and for proton-hydrogen collisions have urged the necessity of more elaborate theoretical investigations. Non-perturbative theoretical studies of the Thomas process have been realized recently by the coupled-channel method and by the classical-trajectory Monte Carlo (CTMC) method. In this report, we present brief results of advanced calculations of these two approaches and of exact calculations of the second Born approximation.

The coupled-channel method is a quantum mechanical approach in which all the electronic wave functions including very-high-lying continuum states are expanded by the Gauss-type orbitals. In the first report, only s-orbitals were used for the expansion. Though satisfactory agreement with experimental data was achieved, the contribution of higher-angular-momentum states as intermediate states has been still unsettled. In the present calculations, we have added p and d orbitals to the expansion. It is confirmed that the contribution of the higher partial waves is not significant though the agreement with the experiments is improved further.

In the classical treatment, only two-dimensional collisions were studied. The probability of the Thomas process is extremely small and we need a huge number of trajectories for the statistical convergence. Even in this restricted case, only 82 events lead to the charge exchange out of total 109 million trajectories. While this calculation is useful for studying how the trajectories are deformed from the idealized picture of the Thomas process in close encounters, the two-dimensional treatment does not give any information concerning the interesting quantities such as differential cross sections. We have analyzed the trajectories that lead to the charge exchange from the two-dimensional calculations and learned that the charge exchange occurs under some restricted conditions when the projectile energy is high. Utilizing this knowledge we have succeeded in reducing the number of trajectories for solving equations of motion to make the calculations practically feasible. The obtained differential cross section for a proton-hydrogen collision at 5 MeV does not show a peak at the critical angle 0.47 mrad at variance with the experimental data and the quantal calculations. This unexpected result is caused by the peculiarity of classical bound states that have no minimum binding energy.

The other approach is the exact calculation of the second Born cross sections. Although there have been published a great deal of perturbative studies, most of them have recourse to further approximations for the evaluation of the matrix elements. These secondary approximations bring about errors that are difficult to assess. Occasionally an easy usage of a peaking approximation changes even the intrinsic character of the theory completely. We have evaluated the second Born amplitudes for the charge exchange rigorously for proton-hydrogen collisions at 1, 2.8 and 5 MeV and for proton-helium collisions at 2.82, 5.42, and 7.4 MeV for the first time. Extensive comparison and detailed analysis of these calculations are now in progress.

References
III-2-4. Muon Transfer Reaction $t + d \mu(1s) \rightarrow t \mu(1s) + d$

H. Fukuda and I. Shimamura

Introduction of muons into the $D_2/T_2$ mixture is the first step in the muon-catalyzed d-t fusion. After slowing down, the muons are captured by a deuteron $d$ or a triton $t$ and form $d\mu$ or $t\mu$ in excited states. These hydrogenlike atoms cascade down to lower levels, and eventually to the ground state. They penetrate through the electron cloud of $D_2$ or $T_2$ and collide with another $d$ or $t$. Then the muon bound to $d$ may be transferred to $t$. This process affects considerably the number ratio of the $d\mu$ atoms to the $t\mu$ atoms, and hence, the d-t fusion cycle catalyzed by muons.

Several different theoretical methods have been applied to the transfer of muons from the $1s$ state of $d\mu$ to the $1s$ state of $t\mu$, the latter state lying below the former by 48 eV. These methods yield results in fair agreement with each other.

Recently, possible importance of the muon transfer from $d$ to $t$ in excited states, because of its huge cross section, has been pointed out. We intend to calculate these excited-state transfer processes. Since these processes are much harder to treat by fully quantum-mechanical methods than the $1s$-state transfer processes, we have developed new methods that are accurate and convenient for applications. We have applied these methods to the easier $1s$-state transfer processes to examine their validity.

Our first method is basically the two-state molecular-orbital (MO) expansion method in which the $1s\sigma_g$ and $2p\pi_u$ MOs are coupled. In the ordinary MO expansion method, however, the MOs approach incorrect separated-atom limits. Our remedy is to reconstruct the basis by taking linear combinations of the two MOs with appropriate choices of the reduced masses for reproducing the correct separated-atom limits.

Although the asymptotic energies are corrected, this method has its own drawback. A method that is completely correct in the asymptotic region is to make an atomic-orbital (AO) expansion using the Jacobi coordinates. Since this expansion is inefficient at short distances, we switch from the AO method to the MO method at some point. This is referred to as the AO-MO switching method.

At a collision energy of 0.01 eV, the cross section for the vanishing total angular momentum is determined to be $1.24 \times 10^{-20}$ cm$^2$ by either method employed. For similar processes of p-to-d and p-to-t transfer, the cross sections are $2.43 \times 10^{-18}$ cm$^2$ and $1.19 \times 10^{-18}$ cm$^2$. These values are in good agreement with published data calculated by different theoretical methods.
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A key step in the muon-catalyzed fusion in D₂/T₂ mixtures is the formation of the system \([(dtμ)^+d^+]e^-e^-\), which may be viewed as a D₂ molecule with one of the d⁺ nuclei replaced by a small subsystem, i.e., a muonic molecule (dtμ)^+. This subsystem is formed mostly in an excited state \((dtμ)^+_{11}\) with a unit total angular momentum and a unit vibrational quantum. The calculated formation rate is sensitive to the molecular binding energy; an accuracy higher than 1 meV is needed. The nonrelativistic energy of the isolated \((dtμ)^+_{11}\) was calculated accurately to be 660.2 meV.\(^1\)\(^2\)\(^3\) It was corrected for relativistic, hyperfine, finite-nuclear-size, vacuum-polarization, and other effects.

Since dtμ is embedded in a D₂-like molecule, it is perturbed by two electrons and a deuteron. Recently the present\(^3\) and other authors\(^4\) have calculated the energy shift in \((dtμ)^+_{11}\) due to e⁻ in \([(dtμ)^+_{11}]e^-\). It has been customary to estimate the shift in \([(dtμ)^+_{11}d^+]e^-e^-\) by scaling the result for \([(dtμ)^+_{11}]e^-\) by the ratio of the electron density at d⁺ in D₂ to that at d⁺ in D. The result ranges from 0.3 to 0.6 meV. Here we report energy shifts in \([(dtμ)^+_{11}d^+]e^-e^-\) calculated to first order in the perturbation.\(^5\) The aim of this work is to analyze the differences between the energy shifts in \([(dtμ)^+_{11}d^+]e^-e^-\) and \([(dtμ)^+_{11}]e^-\), and thereby to examine the validity of the scaling procedure.

We choose a zeroth-order system that consists of the isolated \((dtμ)^+\) and a D₂-like molecule with a nucleus whose mass is the sum of the masses of d, t, and μ. The first-order perturbation energy ΔE has two parts, namely, one due to the interaction \(V(2e-dtμ)\) of the two electrons with the extended dtμ charge distribution, and the other due to the interaction \(V(d-dtμ)\) of the second d with this charge distribution. The monopole part of \(V(2e-dtμ)\) leads to \(ΔE\) of 25.79 meV, which is close to the monopole shift in \([(dtμ)^+_{11}]e^-\) scaled by the electron-density ratio as in previous work.\(^3\)\(^4\) The monopole part of \(V(d-dtμ)\) leads to \(ΔE\) of 0.016 meV and is negligible. The dipole parts contribute nothing due to the symmetry. The quadrupole parts, however, yield energy shifts of the order of meV. They partly cancel each other, but give a net value still as large as 1 to 2 meV, depending on the angular-momentum state. These quadrupole \(ΔE\) are absent in \([(dtμ)^+_{11}]e^-\) and do not scale in proportion to the electron density in the region of \((dtμ)^+_{11}\).
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When muons ($\mu$) are injected into a mixture of $T_2$ and $D_2$ molecules, the loosely bound $(dt\mu)_{11}$ molecular ion with the total angular momentum $J=1$ and vibrational quantum number $v=1$ is formed as a part of the $(dt\mu)_{11}$ molecule. The metastable state $[(dt\mu)_{11}]_{\text{dee}}$ decays in several ways. The molecular ion $(dt\mu)_{11}$ may be de-excited by an Auger auto-ionization process where the excitation energy is partly carried away by an auto-ionized molecular electron. This brings about the change of the $(dt\mu)$ ion into the $(J, v) = (0, 1)$ and $(0, 0)$ states.

$$[(dt\mu)_{11}]_{\text{dee}} \rightarrow [(dt\mu)_{01} ]_{\text{dee}} + e \quad (1)$$

This process is important since the fusion of $d$ and $t$ in the $(dt\mu)$ ion occurs mainly in the $J=0$ states because there is no centrifugal potential between the two nuclei.

Several calculations$^{1-4}$ have been carried out on the transition rate of the process (1). The rate $\lambda$ can be written as follows:

$$\lambda = 2\pi/\hbar \sum |\langle \Phi_{11} | V_e | \Phi_{01} \rangle |^2 \times |\langle \Psi_f | V_e | \Psi_i \rangle |^2 \quad (2)$$

where $\Phi$ and $\Psi$ are the wave functions for $dt\mu$ and the molecule "$D_2^+"$, respectively, and $V_e$ and $V_e$ the dipole-type operators for $dt\mu$ and molecular electrons, respectively. The above-mentioned calculations have been made by using various wave functions including very accurate one$^3$ to evaluate the transition matrix elements between the $(dt\mu)_{11}$ and $(dt\mu)_{01}$ states. Nevertheless, the initial molecular wave function $\Psi_i$ for "$D_2^+"$ and the final molecular wave function $\Psi_f$ for "$D_2^+ + e"$ have been represented by fairly poor approximations, e.g., by the ground state hydrogen wave function for $\Psi_i$ and by the Coulomb wave function for $\Psi_f$.

Here, a calculation is performed to evaluate reliable value for the molecular matrix element $\langle \Psi_f | V_e | \Psi_i \rangle$, taking account of the molecular property of the whole system. That is, the CI wave function$^9$ of $D_2$ which includes 91% of correlation energy is adopted for the initial electronic state and the final electronic state is obtained by the two-centre static exchange approximation.$^{31}$ The rotational and vibrational structure of the whole system is properly taken into account in the frame of adiabatic nuclei approximation. The present results are compared with those of previous calculations in Table 1.

Table 1. Contributions to transition rate (in $10^{12}$/sec) from various symmetries of the system.

<table>
<thead>
<tr>
<th></th>
<th>present</th>
<th>Ref. 1</th>
<th>Ref. 2</th>
<th>Ref. 3</th>
<th>Ref. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_u$</td>
<td>1.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Pi_u$</td>
<td>5.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Sigma_g$</td>
<td>4.40</td>
<td>11.4</td>
<td>6.44</td>
<td>6.00</td>
<td></td>
</tr>
<tr>
<td>$\Pi_g$</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>9.93</td>
<td>10.20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The author is grateful to Dr. E. Armour of Nottingham University for useful discussions.
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III-2-7. Metastable States of Antiprotonic and Mesic Helium Atoms

I. Shimamura

When massive, negatively charged particles, such as antiprotons (p), kaons (K⁻), pions (π⁻), and muons (μ⁻), impinge on matter, they slow down as they excite and ionize the atoms or molecules in the matter, and are eventually captured into bound states of exotic atoms. The negatively charged particles, say X⁻, are generally considered to occupy, immediately after the capture, Rydberg orbitals having a high principal quantum number and spanning roughly the same spatial extent as the valence electrons. The correlation between X⁻ and the valence electrons must be strong, and therefore an atomic description of this exotic atom would require configuration mixing and would afford no simple independent-particle picture. However, it is regarded as a polar molecule with two nuclei, the vibrational motion, or the X⁻ motion, is separable from the electronic motion in a good approximation. This idea has been applied to exotic helium in this work.

The exotic helium consists of X⁻, an electron, and an alpha particle. The Born-Oppenheimer separation reduces the three-body problem to separate, solvable one-dimensional equations for the electronic and rotational-vibrational motions, from which unified, transparent physical pictures of these states for different particles X⁻ are extracted. For example, an inspection of the molecular potential energy curves as functions of the alpha-X⁻ distance gives an idea of the X⁻ motion, and tells why the decay by the emission of an Auger electron has a low probability. The isotope effect may be discussed also on the basis of the potential energy curves. An estimation of the radiative transition intensity is provided by the inspection of the molecular dipole-moment function and the vibrational wave functions, just like the infrared absorption by the usual molecules; detailed calculations reveal that the radiative lifetimes are long, i.e., of the order of µsec for antiprotonic helium, for example. This is consistent with the recent experiments in which metastable antiprotonic helium has been observed in liquid and gas-phase helium.
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The developments in the low-energy $e^+$ sources in these years and the consequential advances in the measurements on $e^+$-scattering processes have stimulated detailed calculations of the cross sections for $e^+$-atom and $e^+$-molecule collisions.\(^1\) The integral cross sections for elastic scattering of $e^+$ by the $H_2$ molecules have recently been calculated by using the generalized Kohn method with trial functions involving the spheroidal coordinates.\(^2\) The present work is an extension of this previous work to rotational excitation of $H_2$ and to differential cross sections.

The calculations have been carried out below the positronium formation threshold in the fixed-nuclei approximation. The symmetries $\Sigma_u^+$, $\Sigma_u^-$, $\Pi_u$, and $\Pi_g$ of the total scattering system have been included; the mixing of the two lowest spheroidal partial waves has been considered for the first three symmetries, but only the lowest spheroidal partial wave has been considered for the last symmetry. The trial functions include Hylleraas-type correlated functions containing the $e^+$-$e^-$ distances and functions appropriate for accounting for the long-range polarization of $H_2$, as well as separable correlation functions. Methods of calculations of rotational and differential cross sections from the asymptotic forms of the wave functions expressed in the spheroidal coordinates are well-documented in the literature.\(^3\)

The calculated cross sections show a smooth behavior as a function of the $e^+$ energy. The rotational cross section for $e^+$-$H_2$ collisions is found to be smaller than that for $e^-$-$H_2$ collisions by more than an order of magnitude in most of the energy region covered in the present calculations. This trend is already seen in the total cross section for low energies, and may be ascribed crudely to the cancellation between the effects of the electrostatic and polarization interactions of $e^+$ with $H_2$; the former interaction changes the sign according to the sign of the charge of the incoming particle, and the latter interaction is independent of the sign of the charge at large distances.
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Collisional vibrational $(v\rightarrow v')$ and rotational $(J \rightarrow J')$ transitions of molecules are of crucial importance in such fields as radiation physics and chemistry and the physics of the earth’s and planetary atmospheres and of gaseous discharges. Since the molecules often occupy many $(v,J)$-levels, a comprehensive set of cross sections for many pairs $(v_j, v_j')$ are necessary for a quantitative analysis of the moderation of charged particles. Thus an accurate, independent determination of every necessary cross section seems almost impossible. In fact, a scaling law that relates any differential cross sections $q_{v \rightarrow v'}$ to $q_{0 \rightarrow J''}$ greatly simplifies the analysis of the rotational transitions. Sum rules for these transitions also exist. The present work generalizes this previous work for vibrational transitions.

Regard a diatomic molecule as a harmonic oscillator. For a transition $v\rightarrow v'$ in a sudden collision, the adiabatic-vibration approximation is valid; the scattering amplitude is first defined with the internuclear distance $R$ fixed, and then it is averaged over the initial and final wave functions. Expand the fixed-nuclei amplitude in a Taylor series around the equilibrium $R$. Retain only the first four terms $f_n(n=0-3)$. Then $q(v\rightarrow v')$ take forms

- $q(v\rightarrow v) = |f_0 + (2v + 1)f_2|^2$,
- $q(v\rightarrow v \pm 1) = c v \cdot |f_1 + 3v_j f_3|^2$,
- $q(v\rightarrow v \pm 2) = c v \cdot |f_j + (v_j - 1) f_2|^2$,
- $q(v\rightarrow v \pm 3) = c v \cdot (v_j - 1) (v_j - 2) |f_j|^2$,

other transitions hardly occurring. Here, $c$ is the ratio of the final to initial channel wave number and $v_j$ is max $(v,v')$. Among eight real quantities that determine the four unknowns $f_n$, only the six quantities $|f_n|$, Re$(f_n^* f_2)$, and Re$(f_1^* f_3)$, where Re$(z)$ is the real part of $z$, are enough for obtaining all $q(v\rightarrow v')$.

Similar scaling laws hold for the integral cross sections. Sum rules are also proved for the cross sections summed over $v'$, with or without multiplication by the transition energies.
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We have measured the impact parameter dependence of K-vacancy production probabilities and total cross section for 40.6 MeV Ar ions on Ca and Cu targets. We have also measured the target thickness dependence of the probability for the Ca target in order to study the effect of multiple collisions in solid targets on the K-vacancy processes.

An Ar beam from RILAC was collimated to a divergence of 0.02° and passed through a target of Ca or Cu. The thickness of Ca ranged from 2 to 30 µg/cm² and that of Cu was about 20 µg/cm². We measured K-vacancy probabilities as a function of the scattering angle between 0.13° and 1.4° by means of a K X-ray-particle coincidence. The scattering angle corresponds to an impact parameter between 510 and 5100 fm for the Ar-Ca and between 740 to 6700 fm for the Ar-Cu system. At the same time, the total cross section of K-vacancy production was obtained directly by normalizing the K X-ray yield with respect to the number of scattered ions at 25°.

A broad peak appears in the impact parameter dependence of K-vacancy probabilities of both the projectile and target in the Ar-Ca collisions. The present data and the results obtained with molecular and atomic gas targets are compared in Fig. 1 using a scaling of $2p\pi-2p\sigma$ rotational coupling which gives a reduced impact parameter $b'$. The peak in the K-vacancy probability $P(b')$ for the thicker Ca targets is positioned at smaller $b'$ than those obtained with the gas targets and the rotational coupling calculations, and it moves with decreasing target thickness towards those for the gas targets. Integration of the measured K-vacancy probability over the impact parameter gives a cross section which is significantly lower than the directly measured total cross section of K-vacancy production. From these observations a multiple collision L-vacancy process prior to $2p\pi-2p\sigma$ rotational coupling is concluded.

In order to study the effect of the $1s\sigma-2p\sigma$ radial coupling on the K-shell vacancy production process, the ratio of the K-vacancy probability of the target to that of the projectile is calculated from the data. Slight target thickness dependence is also seen in the ratio. Otherwise it is in good quantitative agreement with a simple model of K-vacancy sharing for both the Ca and Cu targets.
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K-vacancy production processes in near-symmetric heavy ion-atom collisions have been studied systematically by measurements of the impact parameter dependence of K-X ray emission probability, and they have been found to take place at only a small internuclear distance in a region of the K-shell radius. On the other hand, it is expected that outer-shell electron processes like single and multi-electron transfers are active over a much larger range of the internuclear distance. Not many experimental works have been reported about the impact parameter dependence of outer-shell electron processes.

We have investigated the K-vacancy production and electron transfer processes for a Si$^{11+}$-Ar collision system at collision energies of 31 and 58 MeV through the measurements of the impact parameter dependence of charge state distribution and K-X ray production probability. The experimental setup was described elsewhere. A Li-like Si$^{11+}$ beam from RILAC passed through an Ar-gas target under a single-collision condition. The scattered Si-ions were charge-state selected by a dipole magnet and counted by a position sensitive counter. Thus the angular distribution of scattered ions was measured up to $4\times10^{-3}$ rad for each charge state from 7 to 13 at 31 MeV and from 8 to 14 at 58 MeV. From the measurements, the charge state distribution of the scattered ions was obtained as a function of the scattering angle which was converted to an impact parameter. At the same time, the K-X rays from the Si and Ar were measured with a Si(Li) detector in coincidence with the scattered ions. The K-X ray emission probability was obtained from the measurements for each charge state of the scattered ions.

At impact parameters $b$ larger than the K-shell radius, the fractions of Si$q^+$ with $q\leq11$, which correspond to the single and multi electron capture, have relatively flat $b$-dependence and the charge state distribution can be fitted by a binomial formula $\left(\frac{1}{q}\right)P_c^n(1-P_c)^{n-q}$ where $n$ is the number of captured electrons. At small $b$, the fraction of Si$^{12+}$ increases rapidly, which implies a new capture mechanism at a small internuclear distance. The fractions of Si$q^+$ with $q>11$, which correspond to the electron loss, decrease rapidly at $b$ larger than the K-shell radius.

The K-X ray emission probabilities have similar $b$-dependence in shape, independent of the charge state of the scattered ions. With these observations we conclude that in electron capture processes at a large internuclear distance region, the electrons are captured independently each other, and the electron capture processes are independent of the K-electron processes.
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The K-shell vacancy production process of projectile Ar-ion was previously studied by measuring Ar Kα-X rays as a function of target atomic number \( Z_2 \) for the incident energy of 33 MeV (0.83 MeV/nucleon).\(^1\) In that work the intensity ratio of the Ar Kα hypersatellites to Kα satellites, \( I(K^h)/I(K) \), showed oscillatory dependence on \( Z_2 \). The obtained phase of oscillation was different from the results obtained for 64 MeV (2 MeV/nucleon) S ions\(^2\) but similar to that obtained for 30 MeV (0.87 MeV/nucleon) Cl ions.\(^3\) The vacancy production mechanism has been discussed by considering the incident energy, that is, in the case of faster collisions with S ions K-shell vacancies are mainly caused by the direct Coulomb interaction, whereas in the case of slower collisions with Cl and Ar ions the electron promotion process by rotational coupling plays an important role, and different process causes different oscillation of \( I(K^h)/I(K) \) with \( Z_2 \).

In order to confirm this explanation and to systematically study the K-shell vacancy production process of Ar projectile when it collides with a solid target at different energies, the \( I(K^h)/I(K) \) vs. \( Z_2 \) has been measured at incident energies of 52, 80.3, and 95 MeV (with \( Z_2 = 6-74 \)).

This work was done at RILAC, and the experimental set-up was just as same as that in the previous work.\(^4\) The results are shown in Fig. 1. As is seen in the figure, the target element dependence is different in the case of 52 MeV from that in the case of 80.3 and 95 MeV. At 80.3 and 95 MeV, \( I(K^h)/I(K) \) vs. \( Z_2 \) curves show similar oscillations to that for 64 MeV S ions. It means that the direct Coulomb ionization is dominant in these two cases. Whereas at 52 MeV, the oscillation phase is more similar to that for 33 MeV Ar ions. It seems that, electron promotion process is still important for 52 MeV Ar ion colliding with target atoms. Further experiments will be done at projectile energies between 52 MeV and 80 MeV. More analysis and discussions are in progress.
In heavy ion-atom collisions, the multiple inner-shell ionization process is enhanced, so that $KLn$ satellite lines are observed in X-ray spectra, where $KLn$ denotes a configuration with a single K vacancy and n L vacancies. Energies of these satellite lines are higher than $K_{\alpha1,2}$ X-rays. On the other hand, some peaks with lower energies than $K_{\alpha1,2}$ line have been observed in the X-ray spectra from target atoms, and they have been attributed to the radiative Auger effect (RAE) and the radiative electron rearrangement (RER). These processes are schematically shown in Fig. 1. The studies of $KLn$-RER satellites in ion-atom collisions have been made for various target atoms, but there have been no experiments to measure $KLn$-RER satellites emitted from projectile ions.

Thus we have measured X-rays emitted from projectile ions passing through a thin foil target. In the experiment, 33 MeV Ar$^{8+}$ ions from RILAC impinged on a C or an Al-foil. Ar K X-rays were measured with a broad-range crystal spectrometer with a flat Ge (111) crystal. The projectile Ar K X-ray energy spectrum obtained for an Al target is shown in Fig. 2. A small peak with a lower energy than Ar $K_{\alpha}$ line (2.957 keV) is observed around 2.9 keV in Fig. 2. The $KLn$-RER process has been well described by the configuration mixing of the atomic states, and the branching ratios reflect the mixing coefficient. Energies for $KL^2$-RER, $KL^3$-RER and $KL^4$-RER are estimated to be 2.855, 2.890 and 2.928 keV, respectively, by means of the multiconfiguration Hartree-Fock (MCHF) calculation. By taking account of the Doppler effect, we conclude that the observed small peak around 2.9 keV is attributed to the $KL^3$-RER transition.

This is the first observation of RER satellites emitted from projectile ions. A rigorous analysis is in progress.
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We have previously reported\textsuperscript{1} a scaling law on the cross sections of continuous X rays produced by 1.435 MeV/amu Si\textsuperscript{3+} ion bombardments. This scaling law is expressed by

\[ \frac{d\sigma}{d\Omega} = f(\omega a_\text{Bohr}/v_p(Z_p + Z_T)) \]

where \( \omega \) is the frequency of X rays, \( a_\text{Bohr} \) is the Bohr radius, \( v_p \) is the projectile velocity and \( Z_p(Z_T) \) is the atomic number of projectile (target). This formula just coincides with that of atomic bremsstrahlung (AB) except for the parameter of \( (Z_p + Z_T) \).\textsuperscript{2} We consider therefore that the continuous X rays are the atomic bremsstrahlung from the united-atom formed by projectile and target atom; we call this bremsstrahlung a united-atomic bremsstrahlung (UAB).

In symmetric collisions, the process of MO X-ray emission is predominant,\textsuperscript{3} however the cross section of UAB should be almost zero because of a dipole transition process. Our previous results\textsuperscript{4} of measurements of continuous X rays for the targets of \( Z_T = 6-29 \), have confirmed this fact, that is, a maximum intensity of continuous X rays was obtained at symmetric collisions for the bombardment of 20 MeV Si\textsuperscript{3+} ions, while it was minimum for 40 MeV.

MO X rays are mainly produced by two-collision process in thick targets and the angular distributions are to be isotropic. On the other hand, the intensity of atomic bremsstrahlung depends on the X-ray emission angle with respect to the beam direction and it becomes maximum at 90°. We have measured the angular distributions of continuous X rays produced from the targets of C, Si, and Ti bombarded by Si\textsuperscript{3+} ions of 14.9 MeV and 43.7 MeV from RILAC.

Figure 1 shows the ratios of X-ray intensity at 150° to that at 90°, for \( \omega a_\text{Bohr}/v_p(Z_p + Z_T) = 1.73 \). In this figure, we can see anisotropies for the bombardments of 43.7 MeV, but almost an isotropy for the case of Si target bombarded with 14.9 MeV Si\textsuperscript{3+} ions.

This result on UAB and MO X rays is consistent with the previous one for energy dependence. The existence of UAB is now considered to be conclusive.
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III-2-15. Multiple Ionization of He and Ne Atoms in Collision with Relativistic Heavy Ions


The multiple ionizations of helium atoms (He⁺, He²⁺) and neon atoms (Ne⁺, Ne²⁺, Ne³⁺) by 95 MeV/nucleon Ar¹⁷⁺ ions have been investigated.

Some groups have intensively studied the double ionization of He atoms with relatively light charged particles including antiprotons and positrons, where the interference between the shake-off and the two-step processes plays an essential role. In this case, multiple-electron transitions need theoretical treatments beyond the independent-electron model by taking into account the electron-electron correlation, which is a challenging subject in ion-atom collisions.

Here we present new data of the ratio of the double to the single ionization cross sections (R = σ₁⁺/σ₁⁻) of He atoms bombarded by 95 MeV/nucleon Ar¹⁷⁺ ions, the velocity of which is about one half of the light velocity. We measured the ratio at projectile charge Z_p and velocity V_p higher than other groups, where higher order corrections of Z_p may be important.

The experiment was performed at RIKEN Ring Cyclotron with a recoil ion time-of-flight (TOF) spectrometer. A Ceratron (Murata Co.) was used as a recoil ion detector, because of its low sensitivity to high-energy contaminant particles and γ-rays. Projectiles were detected by a parallel-plate avalanche counter at about 5 m downstream from the target, and delivered start pulses to a time-to-amplitude converter (TAC).

Figure 1 shows an example of the TAC spectrum. It is found that the ratio R is about 1.07 × 10⁻². As we are in a high-velocity regime, a scaling formula proposed by Knudsen et al. may be applicable, i.e.,

\[ R = 2.20 \times 10^{-3} + 4.55 \times 10^{-3} Z_p^2 / \left[ E_p \ln \left( 13.12 E_p / V_p \right) \right] \]

where \( E_p \) is the projectile energy in MeV/nucleon. This scaling formula is based on the general arguments on the double ionization: 1) a shake-off (proportional to \( Z_p^2 \)) and 2) a two-step successive collision (proportional to \( Z_p^4 \)). The observed ratio is larger than the prediction of this scaling formula by a factor of two, indicating that even higher order terms of \( Z_p \), such as a two-step process with polarization (proportional to \( Z_p^6 \)), may contribute to the ratio in the present experiment. However, if we employ another scaling formula by Andersen et al., the prediction agrees with our experimental findings.

The multiple ionization of Ne atoms has also been studied. It is found that \( \sigma_1 : \sigma_2 : \sigma_3 = 1 : 0.24 : 0.04 \). As \( \sigma_1 : \sigma_2 \) is \( \approx 1 : 0.05 \) for proton impacts, having the same \( E_p / Z_p^2 \), it is clear that the \( Z_p^2 \) scaling like Eq. (1) does not hold even qualitatively.
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III-2-16. Secondary Ions Produced in Frozen H\textsubscript{2}O Molecules under Energetic Heavy Ion Impact

T. Matsuo, T. Tonuma, H. Kumagai, H. Shibata, and H. Tawara

We have measured positive ions produced from frozen H\textsubscript{2}O as well as gas phase targets under impact of a few picoampere 1.25 MeV/nucleon Ar\textsuperscript{q+}(q=4, 12, 13) ion beam provided from RILAC. The target gases are frozen (at the liq. N\textsubscript{2} temperature) on an Al foil which is thin enough to pass the projectiles. The foil is inclined 45° with respect to the incident ion beam, meanwhile the secondary ions are extracted normal to the foil surface and their mass/charge is analyzed through a double-focusing sector magnet.

A typical mass/charge spectrum of positive ions from the frozen H\textsubscript{2}O target is shown in Fig. 1(A) together with that from the gas target in Fig. 1(B). Significant differences in spectra in both target phases are clearly noticed. Multiply charged O\textsuperscript{i+}(i=1-6) ions are clearly seen in the spectrum from the gas target. On the other hand, the production of multiply charged ions are strongly suppressed in the frozen target.

The heavy ion bombardment on frozen targets also produces cluster ions with formula [H\textsubscript{3}O(H\textsubscript{2}O)\textsubscript{n}]\textsuperscript{+}, n varying from 0 to more than 25, as well as H\textsubscript{m}\textsuperscript{+}(m=1, 2, 3) ions. The main cluster ions might have a structure with the core of H\textsubscript{3}O but not H because H\textsubscript{3}O\textsuperscript{+} ions are far more intense compared with H\textsubscript{2}O\textsuperscript{+} ions which are the dominant products in the gas phase targets. It should be noted that the cluster ions with the oxygen core are almost absent.

These features of cluster ion production in the frozen target are significantly different from those observed in the expanded nozzle beams,\textsuperscript{1} the reason of which is probably related to the density of the target and the collisions followed in the target. To clarify the mechanisms of the secondary ion production, a series of experiments for various frozen targets are under way.
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III-2-17. Negatively Charged Cluster Ions Produced from Frozen C₂H₂ Molecules under the Energetic, Heavy Ion Impact

T. Tonuma, H. Kumagai, T. Matsuo, H. Shibata, and H. Tawara

Figure 1 shows a typical mass/charge spectrum of negatively charged atomic, molecular and cluster ions produced in collisions of 1.25 MeV/amu Ar⁺⁺ projectile ions with frozen C₂H₂ targets. It can be seen from the figure that relative yields of CH₃⁻ (m=0 and 1) ions are much less than those of C₂H₃⁻ (m=0 and 1) ions. Relative yields of [CH₃(C₂)n]⁻ and [C₂H₃(C₂)n]⁻ (m=0 and 1) cluster ions seem to clearly reflect the production cross sections of CH₃⁻ and C₂H₃⁻ ions, respectively. The observed O⁻ and OH⁻ ions are understood to be due to the dissociative electron attachment of residual H₂O molecules.

As already discussed in a previous experiment of collisions between energetic heavy ions and frozen CO₂ targets, it seems that the cluster ions, [CH₃(C₂)n]⁻ and [C₂H₃(C₂)n]⁻, observed in the present measurement are clearly based upon different atomic as well as molecular ion cores, namely, singly charged ions such as CH₃⁻ and C₂H₃⁻, which are formed in previous collisions under the energetic ion impact. These core ions produced under the energetic ion impact could have the initial kinetic energies due to the recoil or dissociation by Coulomb explosion and, thus, reach the outer-most layers of the frozen surface where they collide with neutral molecules. The cluster ions formed through ion-molecule reactions finally leave the surface into vacuum. The main elementary unit of clustering particles in the present target seems to be C₂ molecules which are formed via the dissociation of the parent C₂H₂ molecules, but not the parent molecules C₂H₂ themselves.

Positively charged cluster ions such as [CH₃(C₂)n]⁺ and [C₂H₃(C₂)n]⁺ (m=0, 1, 2 and 3) have been also observed and seem to be based upon different atomic or molecular ion cores of CH₃⁺ and C₂H₃⁺ (m=0, 1, 2 and 3).
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We started a study of high charge state Rydberg ions by using a Rydberg analyzer system. The beat structure in the spectra of field ionized electrons from high charge Rydberg ions was reported by some groups. But, they have not measured the beat structure as a function of n (principal quantum number of the Rydberg electron) under the same collision conditions (the same collision system and the same collision energy). By using our system, we can measure the beat structure as a function of n. So we can get more information about the Rydberg states.

Our analyzer system consists of three parts: (1) a set of deflector plates, (2) the Rydberg analyzer, and (3) the tandem electron spectrometer, as shown in Fig. 1. The Rydberg ions are produced in a carbon target foil and pass through the perpendicular electric field between the deflector plates. Electrons produced before the deflector are deflected by the deflector and can not enter the Rydberg analyzer. Finally, the Rydberg electrons are ionized in the electric field of the Rydberg analyzer. These electrons are detected by the tandem electron spectrometer. Details of this system are in Refs. 3 and 4.

The experiments were performed at J. Mcdonald Laboratory of Kansas State University. A beam of 24 MeV C++ ions extracted from the tandem accelerator was analyzed by a bending magnet and focused into the scattering chamber. Targets were 10 and 20 µg/cm² carbon foils.

At the last layer of the target, the Rydberg state was produced by collisions. Considering the mean charge, +5.6, of the 24-MeV carbon ions after the carbon target, we say that almost all Rydberg ions are H-like ions. We measured the intensity of the field ionized electron in the Rydberg analyzer as a function of the field strength (E_p) between the deflector plates. A typical result is shown in Fig. 2. In this case, the intensity of the electrons ionized from the H-like Rydberg ions (n=154) was measured as a function of E_p. Beat structure is clearly seen in it. This structure due to the population of the Rydberg state (n=154) ions was changed as a function of E_p. The period of this structure was changed with different n. A precise analysis is in progress.
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III-2-19. \( Z_2 \)-dependence of Energy Spectra of Electrons Excited by Grazing Angle Incident Fast Heavy Ions

H. Ishikawa,* A. Misu,* A. Koyama, T. Iitaka,** M. Uda, and Y. Ohtsuki**

Recently a new and prominent peak of electrons induced by fast multi-charged projectiles incident at a grazing angle on a target with nearly free valence electrons has been observed at energies higher than that of electrons isotachic to projectiles, \( E_i \), and at emission angles lower than 10° or 15° with respect to the surface. This peak has been interpreted in terms of the convoy electron (CE) acceleration by a dynamic image potential (DIP) of a surface wake, which is due to projectile-induced polarization of target surface electrons.\(^1,2\)

In this report, energy spectra of electrons from Al, Si, Cu, Ag and Au have been measured at various emission angles for the impact of 1 MeV/amu Ar\(^{12+}\) ions incident at an angle of 1° with respect to the target surface. Target materials are in-situ evaporated on Si single crystal substrates of 10mm wide and 20mm long in a vacuum lower than 10\(^{-8}\) Torr.

Figure 1 shows the target dependence of electrons emitted at 10° with respect to the incident beam direction. The most probable energies, \( E_m \), are higher than \( E_i = 530 \text{ eV} \), and 625 eV for Al, 634 eV for Si, 624 eV for Cu, 652 eV for Ag, and 665 eV for Au. Therefore it is concluded that the acceleration of a CE by a DIP occurs also for noble metals.

It is considered from the theory on nearly free electron metals that the acceleration of a CE is prominent for a large valence electron density, \( n \), because a DIP is high for a large \( n \). Actually, \( E_m \) for Si is larger than that for Al, as seen in Fig. 1. On the other hand, for noble metals a DIP is not necessarily high for a material with a large \( n \); \( n \) for Cu is the highest and \( E_m \) for Cu is lower than those for Ag and Au. This point is open to further investigation.

Fig. 1. Target dependence of accelerated convoy electrons induced by Ar\(^{12+}\) ions (1 MeV/amu) incident at an angle of 1° with respect to the surface. Detection angle is 10° with respect to the incident beam direction.
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III-2-20. Ejected Electron Spectra from $\text{O}^{4+}(1s^23131')$ Produced by Double Electron Capture


We carried out the high-resolution measurement of the electrons ejected by the following double electron transfer collisions at 60 keV:

$$\text{O}^{6+}(1s^2) + \text{He}(1s^2) \rightarrow \text{O}^{4+}(1s^n1n'1') + \text{He}^{2+} \rightarrow \text{O}^{5+}(1s^n1n'1'') + e$$

(1)

$$\text{O}^{6+}(1s^2) + \text{O}_2(2\pi_1) \rightarrow \text{O}^{5+}(1s^n1n'1') + \text{O}_2^{2+}(2\pi_2) \rightarrow \text{O}^{5+}(1s^n1n'1'') + e.$$  

(2)

60 keV $\text{^16O}^{4+}(1s^2)$ projectile ions were produced by the ECRIS (Electron Cyclotron Resonance Ion Source) constructed as an ion source for the RIKEN AVF cyclotron. Ejected electrons were measured by the zero-degree electron spectroscopy method.¹)

If the collision has not changed an electron spin,²) only the singlet states of the doubly excited configurations can be produced by process (1). On the other hand, $\text{O}_2$ molecules have two electrons in its outer electron orbit ($2\pi_1$) and their electron spins are of the same direction.

We expected that the triplet states of the doubly excited configurations can be produced by process (2).

Ejected electron spectra from the doubly excited $\text{O}^{4+}(1s^23131')$ ions are shown in Figs. 1 and 2. The vertical lines in the figures represent the theoretical values,³) which include a post collision interaction (PCI) effect calculated from the lifetime.⁴) Solid and broken lines correspond to the transitions to the $\text{O}^{5+}(1s^2p)$ and $\text{O}^{5+}(1s^2s)$, respectively. Only the peaks from the singlet state configurations are observed in Fig. 1. In Fig. 2, the peaks not only from the singlet state configurations but also from the triplet ones are observed. Precise analysis is in progress.
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4) N. Veck and J.E. Hansen: ibid., p. 3137.
High-Resolution L-Auger Spectroscopy of Mg-Like Scandium Produced in 89-MeV Sc$^{8+}$+He Collisions


We measured scandium L-Auger electrons produced in 89-MeV Sc$^{8+}$+He collisions using the method of zero-degree Auger Spectroscopy. A light target atom He was used to ionize selectively the 2p electron of the scandium projectile. The experiments were performed at the tandem accelerator facility at the Japan Atomic Energy Research Institute of Tokai. A beam of 89-MeV Sc$^{8+}$ extracted from the tandem accelerator was analyzed by a bending magnet and focused into the scattering chamber. After collimation of the beam to a diameter of about 2 mm, a current of about 100 nA was directed through the target gas cell and collected in a Faraday cup. The target gas pressure in the cell was a few mTorr and the target length was about 5 cm. During operation of the cell the pressure in the scattering chamber was about 10$^{-5}$ Torr. The resulting target thickness was sufficiently thin to guarantee single collision conditions.

Figure 1 shows an example of the L-auger spectrum produced in 89-MeV Sc$^{8+}$+He collisions. The spectrum exhibits a pair of peaks at 143.5 eV and 147.8 eV which are attributed to the transitions from the $^3P_{3/2} - ^3P_{1/2}$ doublet formed by the initial configuration 1s$^2$2s$^2$2p$^3$3s$^2$ in the Sc$^{10+}$ ion to the final state 1s$^2$2s$^2$2p$^6$. The production of this doublet shows that in some collisions the 3p electron has been removed in addition to the ionization of the 2p electron. The intensity of the spectrum due to the $^3P_{3/2} - ^3P_{1/2}$ doublet is only 7% of the total intensity, which shows that, if the Auger decay is isotropic, there is a relatively small deviation from the assumption of selective 2p ionization.

The remainder of the spectral intensity is due to the initial configuration 1s$^2$2s$^2$2p$^3$3p Mg-like Sc$^{9+}$ which is produced by ionization of a single 2p electron in the ground state configuration 1s$^2$2s$^2$2p$^6$3s$^2$3p of Sc$^{8+}$. The three peak groups with centroid energies near 125 eV, 157 eV, and 181 eV are associated with transitions to the final state configurations 1s$^2$2s$^2$2p$^3$3d, 1s$^2$2s$^2$2p$^3$3p, and 1s$^2$2s$^2$2p$^3$s, respectively. The structure in each feature is produced primarily by the level splitting in the initial state due to the interaction of the 2p hole with the 3p electron.

The transition to 1s$^2$2s$^2$2p$^3$3d from 1s$^2$2s$^2$2p$^3$3p involves three electrons. The branching ratios for that transition must be calculated with taking into account of the electron correlation. Calculated branching ratios are in good agreement with our observations.
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Fig. 1. Scandium L Auger spectrum produced in collisions of 89-MeV Sc$^{8+}$ ions on He. The observation angle is 0°. The electron energy refers to the projectile frame.

---

*1 Japan Atomic Energy Research Institute, Tokai, Ibaraki.
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III-2-22. Lifetime Measurements of the 2p\(^5\)3p and 2p\(^5\)3d Levels in Cr XV

K. Ando, Y. Zou, T. Kambara, M. Ohura, Y. Awaya, T. Tonuma, and S. Tsurubuchi

Last year, we finished the measurements of lifetimes of neonlike Ti ion. Following Ti, we extended the isoelectronic sequence of lifetimes of neonlike ions to chromium. The experimental arrangement was the same as before.

Decay curves measured were analyzed by the multiexponential fitting using program DISCRETE.\(^{1}\) For the decays of 3p \(^1\)P\(_1\) and 3p \(^3\)D\(_2\), cascading from upper states was corrected by means of the ANDC (Arbitrary Normalized Decay Curve) analysis using program CANDY.\(^{1}\)

Though the experiment on chromium is not yet finished, the results of the ANDC analysis and the multiexponential fitting are displayed in Table 1 with the theoretical calculation.\(^{2}\)

The decay curves of the 3d \(^3\)D\(_2\) level include a short lived cascade of lifetime of 6.4 ps. The level of 3p \(^3\)D\(_2\) is repopulated by long lived 3d cascades. The lifetimes of 3d levels obtained by the multiexponential fitting should be reliable, since all direct cascades to 3d levels are very fast.

Table 1. Lifetimes (ns) of levels in Cr XV.

<table>
<thead>
<tr>
<th>Upper level</th>
<th>Wavelength</th>
<th>Transition</th>
<th>Experiment</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>3d (^3)F(_3)</td>
<td>308.895</td>
<td>(^3)D(_2) (\to) (^3)F(_3)</td>
<td>0.132±0.003 (0.972) (^a)</td>
<td>0.138(^c)</td>
</tr>
<tr>
<td>3d (^3)D(_2)</td>
<td>318.439</td>
<td>(^3)P(_1) (\to) (^3)D(_2)</td>
<td>0.142±0.016 (0.635, 0.0064) (^a)</td>
<td>0.118(^c)</td>
</tr>
<tr>
<td>3p (^3)D(_2)</td>
<td>416.59</td>
<td>(3/2, 1/2) (\to) (^3)D(_2)</td>
<td>0.218±0.065 (^b)</td>
<td>0.256(^c)</td>
</tr>
<tr>
<td>3p (^3)P(_1)</td>
<td>390.959</td>
<td>(1/2, 1/2) (\to) (^3)P(_1)</td>
<td>0.224±0.0022 (^b)</td>
<td>0.238±0.027 (0.119) (^a)</td>
</tr>
</tbody>
</table>

\(^{a}\) Results of the multiexponential fitting. In parentheses cascading lifetimes are given. The values inside a brackets are shown for comparing with the ANOC results.

\(^{b}\) Results of the ANDC analysis.

\(^{c}\) Results of Pokleba and Safronova.\(^^{2}\)
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III-2-23. Direct Capture of Externally Produced Ions in an RF Ion Trap for Laser Spectroscopy of Atoms with Stable and Unstable Nuclei

Y. Matsuo, H. Maeda,* and M. Takami

Recent development of ion trap and laser cooling technique to reduce the kinetic energy of gaseous atoms well below ambient temperature has shown the feasibility of ultra-high resolution spectroscopy. Laser spectroscopy in an ion trap will be one of the important techniques to determine the physical quantities of unstable nuclei by measuring their isotope shifts and hyperfine structures.

For the purpose of developing widely applicable spectroscopic scheme of atoms we have constructed a radio-frequency ion trap that directly captures the ions produced by laser ablation. The laser ablation method is expected to be suitable specifically for generating multiply charged ions and revaporizing implanted atoms containing unstable nuclei.

The ion trap system consists of trap electrodes (hyperbolic or cylindrical type), a vacuum chamber pumped with a turbo molecular pump, and a Nd:YAG laser that vaporizes and ionizes a sample metal placed near trap electrodes. The confinement of ions is confirmed with two methods. One is the detection of ions with a quadrupole mass spectrometer (QMS). Trapped ions are driven out of the trap by a pulsed voltage applied to one of the trap electrodes after a certain storage time and detected with a QMS. This allows mass-selective detection of any kinds of ions. The other is the observation of laser-induced-fluorescence (LIF) from trapped ions. A pulsed dye laser irradiates the central part of the trap. The emission from the trapped ions is focused on a photo-multiplier and the photo-electron signals are accumulated with a gated integrator synchronized with the dye laser pulse. This method is limited to the detection of those ions with optical transitions from the ground states, but has an advantage that it is non-destructive observation.

The QMS detection method has proven the successful confinement of Ca**, Ba**, La**, Nd**, Tm**, Lu**, Hf**, and Ta** ions in both the hyperbolic and cylindrical traps for the time range of several minutes to 20 minutes in the presence of He buffer gas. Storage of Ba** for several seconds has also been confirmed with the QMS method. LIF from trapped Ba** and Lu** (Fig. 1) is observed. Some ions such as Lu** are found to be highly reactive with background gaseous molecules.

![Graph](image)

Fig. 1. LIF spectra from trapped Lu**. Lu** ions are excited from the ground 3S state to the 1P state. The emission from 1P to 1D metastable states is observed. Triplet lines correspond to the nuclear quadrupole hyperfine splitting in 1P level.
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III-2-24. Ultra-Slow Monoenergetic ($^3\text{He}\mu^-$)$^+$ Beam and Novel Future Applications

K. Nagamine

So far, several proposals have been made for the possible slow $\mu^-$ sources. Recently, realization of slow $\mu^-$ beam has been pointed out by utilizing the $\mu^-$ liberation phenomena in muon catalyzed (d$\mu^-$) fusion,$^{1,2}$ where a successive (above 100 times) liberation of slow (around 10 keV) $\mu^-$ at the fusion reaction in (d$\mu$) molecule is used to produce slow $\mu^-$ from the surface of a thin D$_2$/T$_2$ layer.

In the recent experiments conducted by the UT-MSL and RIKEN group at UT-MSL/KEK, the following remarkable observations have been achieved for the $\mu^-$ transfer phenomena in liquid D$_2$ with $^3\text{He}$ and $^4\text{He}$ impurities;\(^n\) (1) When the $\mu^-$ is injected into a high density (liquid or solid) D$_2$ with a low concentration (up to 500 ppm) He impurities, all the $\mu^-$ form muonic (d$\mu^-$) and reach the ground state of (d$\mu^-$); (2) Then, the transfer reaction of the $\mu^-$, (d$\mu^-$)+He → ($^3\text{He}\mu^-$)+d, takes place through the formation of the (d$^3\text{He}$) muon molecule at the level of (d$^3\text{He}$) 2p c7 state; (3) Thus formed (d$^3\text{He}$)$_{2p\text{c7}}$ has the following processes as a possible decay mode: (a) radiative transition to the unbound ground state, (d$^3\text{He}$)$_{2p\text{c7}}$→γ (6.8 keV) + (He$^3\mu$)$_{1p\text{c7}}$. It was found that the (d$^3\text{He}$)$_{2p\text{c7}}$ decays mainly (more than 60%) through the radiative transitional, while the (d$^3\text{He}$)$_{2p\text{c7}}$ decays mainly (more than 80%) through the particle emission (process b).

As for the particle emission decay of (d$^3\text{He}$)$_{2p\text{c7}}$, it can be expected that the ionic particle of ($^3\text{He}$)$^+$ is emitted at the unique energy of 3.2 keV. Once the (d$^3\text{He}$)$_{2p\text{c7}}$ decays almost all the $\mu^-$ is emitted in the form of ($^3\text{He}$)$^+$.

Thus, the following scheme can be considered as for the method of production of slow ($^3\text{He}$)$^+$ particle beams. Suppose a solid layer of H$_2$ with 1,000 ppm D$_2$ is formed on the cold plate (~3K) with a thickness of 1 mm. Then, 1 μm thickness layer-coating of $^3\text{He}$ is formed on the surface of solid H$_2$(D$_2$). The injected $\mu^-$ of MeV energy is almost fully stopped in the thick solid H$_2$(D$_2$) layer. There, because of the celebrated Ramsauer resonance effect, the (d$\mu$) of 3 eV is produced with a long diffusion length (up to 1 mm) without any scattering from H.\(^n\) Thus, a half of (d$\mu$) reaches the layer of $^3\text{He}$. Then, almost all the (d$\mu$) form (d$^3\text{He}$) molecules and subsequently the 3.2 keV ($^3\text{He}$)$^+$ is emitted (see Fig. 1).

![Fig. 1. Schematic picture for the target arrangement for slow ($^3\text{He}$)$^+$ production from $^3\text{He}$ coated H$_2$/D$_2$ target.](image)

The proposed method of slow beam production might be the easiest and the most efficient way for the $\mu^-$ associated particles, adjacent to pure $\mu^-$ and neutral muonic hydrogen.

The possible applications as well as future extensions of the slow monoenergetic ($^3\text{He}$)$^+$ beam are listed in the followings. (1) $\mu^-$ transfer to heavier atoms on the surfaces and element analysis of material surfaces. (2) Studies of the high energy resonance states in (d$^3\text{He}$) molecules and a possible application to the new muon catalyzed fusion phenomena. (3) Production of the highly polarized ($^3\text{He}$)$^-$ state with polarized $^3\text{He}$ by the repolarization method and a possible application to the new $\mu$SR experiments. (4) Detachment of $\mu^-$ from ($^3\text{He}$)$^-$ could be realized by an interaction of accelerated ($^3\text{He}$)$^-$ up to 10 to 20 keV with e.g. a thin foil.
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Unstable isotope beams with ultra-low emittance have potentially many applications to the investigation of solid surfaces. In particular, those isotopes which have shorter lifetime would provide an opportunity to study the dynamical property of the solid surface for which our current knowledge is still in a very preliminary stage. Unfortunately, so far conventional ISOL techniques are not successful to realize the low emittance beam \(< 10^{-10} \text{ m·rad}\) for isotopes with short lifetime \(< 10^{-4} \text{ s}\). Thus, we are motivated to search for the channels of isotope ion emission with thermal energy directly from the in-beam isotope production target: such a channel would reduce the time for the isotope extraction and post-ionization in the conventional system. Moreover, the investigation of such processes would certainly be helpful by itself to understand the dynamical property of the surface in which we are interested.

It is established in the ion source techniques that negative ion sources have many advantages for the beam quality including the lower emittance over positive ion sources. For example, by using the metal surface where the transfer of electrons to atoms is greatly facilitated, one can obtain wide range of elements as negative ions. In order to examine the possibility to get a short-lived low emittance isotope beam in this negative ion channel we have investigated the thermal emission of the negatively charged isotopes produced near the surface of the in-beam metal target.

The present experiment was conducted at the SLOW beam channel in RIKEN Ring Cyclotron (RRC) facility. Direct emission of various stable and unstable isotope ions with thermal energy was investigated for the solid surfaces exposed to heavy ion (HI) beams provided by RRC (e.g. 135 MeV/u $^{14}$N beam). These isotope ions were collected by an electrostatic lens and then separated on-line by the double-focusing mass spectrometer for the detection by using a multi channel plate (MCP). The specification of the SLOW beam channel is reported elsewhere.

It turned out that the vacuum level of the target chamber was deteriorated from $10^{-9}$ to $10^{-7}$ torr when the primary HI beam was present, which is probably due to the gas impurities dissociated from the inner walls of the system by the beam irradiation. Because of this problem the surface condition of the target was not in control for the present experiment, thereby the result should be regarded as very preliminary without any optimization of the target surface condition. We have searched Al, Be, and W targets at several temperatures (300°-400 K for Al and Be, 900°-1900K for W) with $^{14}$N beam irradiation to find that there is no negative ion yield below the target mass with an upper limit of $5 \times 10^{-2}$ ions/s/nA (N7+) as determined by the background. We tentatively attribute this negative result to the contaminated target surface due to the deteriorated vacuum level, which might be improved by the further treatment (annealing) of the target chamber.
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The effect of Fe substitution for Cu in YBa$_2$Cu$_{3-x}$Fe$_x$O$_{7-y}$ is interesting because the material is superconducting. In spite of a great number of $^{57}$Fe Mössbauer studies on the superconductors YBa$_2$Cu$_{3-x}$Fe$_x$O$_{7-y}$ using polycrystals, the fundamental problems regarding the interpretation of the Mössbauer spectra, i.e., assignment of the site of Fe ions, still remain to be solved. In the present study, Mössbauer measurements using single crystals were made, which allows us to determine the directions of the principal axes and the asymmetry parameter $\eta$ of the electric field gradient (EFG) tensor in addition to its magnitude.

Single crystals of doped YBa$_2$Cu$_{3-x}$Fe$_x$O$_{7-y}$ were grown from nonstoichiometric melts of Y-Ba-Cu-Fe-O mixtures. The specimens with the concentrations of $x=0.21$ and 0.13 were subjected to $^{57}$Fe Mössbauer measurements at room temperature. The Mössbauer $\gamma$-rays were transmitted in the a-c plane with different angles $\theta_y$ from the c-axis. In this paper, the a-, b-, and c-axes refer to the crystalline axes with the c-axis perpendicular to the Cu plane, and the x-, y-, and z-axes denote the principal axes of the EFG following the usual definition: $|V_{zz}| \geq |V_{yy}| \geq |V_{xx}|$. The obtained Mössbauer spectra of the specimen with $x=0.13$ were almost the same as those with $x=0.21$.

The Mössbauer spectra of the single crystal with $x=0.21$ are shown in Fig. 1. The relative intensities of the absorption lines change systematically depending on the angle $\theta_y$. All the spectra can be well analyzed with four asymmetric doublets, named A, B, C, and D. Their quadrupole splittings are 2.0, 1.6, 1.3, and 0.5 mm/s, respectively. The intensity ratio of these four doublets is much different from that for polycrystalline samples, i.e., the intensity of A is markedly larger compared to the previous one in polycrystals.

The intensity ratios of the two resonance absorptions for the individual doublets are proportional to the function of $(3 \cos^2 \theta_y - 1)/2$. Analysis of the observed angular dependences of the ratios for the doublets A, B, and C, showed that the principal axis with the largest field gradient is the c-axis ($V_{zz} < 0$), and the values of $\eta$ are nearly 1, but the magnitude of the field gradient along the a- or b-axis is comparable for three sites. On the other hand, for D the EFG is almost symmetric around the c-axis with the positive sign of $V_{zz}$.

The present results suggest that the majority of Fe ions occupy the Cu(1) sites in a YBa$_2$Cu$_{3-x}$Fe$_x$O$_{7-y}$ system.
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Epitaxial Regrowth of Kr-Bubbles in the Kr-Implanted and Annealed Aluminum

I. Hashimoto,* H. Yamaguchi,* E. Yagi, and M. Iwaki

Kr atoms were implanted at room temperature up to a dose of $1 \times 10^{16}$ Kr$^+$ ions/cm$^2$ at 50 keV into aluminum thin foils suitable for the transmission electron microscopy. It is known that at this dose a large portion of the Kr atoms precipitate into a solid phase. These precipitates are called solid Kr bubbles. With an electron microscope we examined, first, the diameter and the density of Kr-bubbles in the as-implanted specimens and also in the specimens which had been annealed at 673 K for 10 min after implantation. Furthermore, the temperature dependence of the lattice parameters of Al- and Kr-crystals in the as-implanted and the annealed specimens was investigated between 140 and 300 K by cooling them with a cooling stage equipped in the electron microscope.

The size distributions of Kr-bubbles are shown in Fig. 1. The distributions obtained from the bright field and the dark field images for the as-implanted specimens are nearly the same (Fig. 1(a)). This result indicates that in the as-implanted specimens almost all Kr atoms are in a solid phase at room temperature. In the annealed specimens (Fig. 1(b)), the bright field image gives a fairly wide range distribution of Kr-bubbles around 4.3 nm, while the dark field image gives a narrow one having approximately the same mean diameter of 2.7 nm as in the as-implanted specimens. This result indicates that a portion of the solid Kr-bubbles dissolve into a liquid phase on annealing.

![Fig. 1. Size distributions of Kr-bubbles. The bar graphs with the opened and the hatched areas represent the distributions obtained from the bright field and the dark field images, respectively, and the cross hatched area is the overlapping part in the distributions obtained from the both images. (a): in the as-implanted state, (b): after annealing at 673 K for 10 min.](image)

![Fig. 2. A change in a lattice parameter of the Kr-crystals during cooling. Solid circles represent the parameter in the as-implanted specimens and open circles represent that in the annealed ones. The lines were drawn only to guide the eye.](image)

A lattice parameter change during cooling is shown in Fig. 2. In the as-implanted specimen the lattice parameter is constant at 0.551 nm, while in the annealed one it changes from 0.560 to 0.571 nm during cooling from 300 to 190 K and becomes nearly constant below 190 K. From these results it can be said that in the as-implanted specimen almost all Kr-bubbles are in a solid phase, while in the annealed one the bubbles which dissolved into a liquid phase on annealing recrystallize epitaxially with decreasing temperature. More detailed experiments at temperatures lower than 140 K are now in progress.

* Faculty of Science, Science University of Tokyo.
It has been demonstrated that heavy inert gas atoms (Ar, Kr, and Xe) implanted into metals at ambient temperature precipitate into a solid phase (solid inert gas bubbles) at high implantation doses, and that they have an epitaxial face-centered cubic (fcc) structure in fcc matrices. The growth of such bubbles has been extensively studied mainly by the transmission electron microscopy and by an X-ray diffraction method. Since these methods are sensitive to bubbles greater than a certain minimum size, they are more effective to the study on bubble growth rather than that on nucleation. On the other hand, a channeling method is useful to study phenomena such as nucleation, because it provides direct information on the lattice location of implanted atoms.

In previous studies on Kr-implanted aluminum we observed that at implantation doses lower than \(2 \times 10^{15} \text{Kr/cm}^2\) the Kr atoms are distributed over random (R), substitutional (S), tetrahedral (T) and octahedral (O) sites. The R-site occupancy was ascribed to the Kr atoms in the Kr precipitates. The T- and O-site occupancies were interpreted to result from the fact that the Kr atoms were displaced to T- and O-sites by trapping 4 and 6 vacancies, respectively, and that these Kr-vacancy complexes acted as nucleation centers for the precipitation of Kr atoms.

In the present study, the annealing behavior of such complexes was investigated on the \(1 \times 10^{15} \text{Kr/cm}^2\)-implanted specimen by the channeling method using a 1 MeV He⁺ beam as in the previous experiments.\(^6\)\(^-\)\(^7\)

Figure 1 shows the change of the fraction of Kr atoms

\[
f^{(\text{Kr})} = \frac{1 - x_{\text{Kr}}}{1 - x_{\text{Kr}}} ,
\]

for an \(\langle hkl \rangle\) channel on annealing; where \(x_{\text{Kr}}\) and \(x_{\text{Al}}\) represent the yields of He⁺ ions backscattered by Al and Kr atoms, respectively, for the parallel incidence to the \(\langle hkl \rangle\) channel. The value of \(f^{(\text{Kr})}\) often used as the measure of the fraction of Kr atoms shadowed by the \(\langle hkl \rangle\) Al atomic rows. From the channeling angular profiles the fractions of various site occupancies of Kr atoms after annealing at 371 K were estimated to be 62-63 % at R, 13-14 % at S, 3-4 % at T and 20-22 % at O-sites. If the Kr atoms are distributed over only R-, S-, T- and O-sites, \(f^{(\langle 111 \rangle)}\) should be greater than \(f^{(\langle 100 \rangle)}\). Upon annealing at temperatures higher than 423 K this relation reversed, indicating the change in configurations of Kr-vacancy complexes. After annealing at 593 K each of the \(\langle 100 \rangle\), \(\langle 110 \rangle\) and \(\langle 111 \rangle\) Kr-profiles exhibited a simple dip with the same \(f^{(\text{Kr})}\) value of 0.2. This result indicates that 80 % of Kr atoms are located at R- and 20 % at S-sites. This fraction of the S-site occupancy is larger than that in the 371 K-annealed specimen.

From these results it is concluded that the T- and O-configurations become unstable at temperatures between 380 and 470 K to change to complexes of different configurations, and on annealing at 593 K they are decomposed completely to isolated Kr atoms (S-sites) and vacancies, the latter of which are annealed out.
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We have carried out a study of irradiation and impurity doping effects on CaF$_2$ in the ion implantation for various kinds of impurities. The striking feature of the Eu-implantation was that the high degree of substitutionality ($\sim$50\%) of the Eu atoms was achieved even for a dose of $1 \times 10^{16}$ Eu/cm$^2$ during the implantation at room temperature, without any post-implantation annealing. The channeling experiments on the specimen which was kept at room temperature for one year or three years after implantation indicated that some of the implanted-atoms in the region deeper than the depth of the maximum concentration had moved from random sites to substitutional sites during keeping at room temperature. This result was considered to suggest the epitaxial regrowth of the damaged region from the interior towards the surface.

In the present study, the behavior of the damaged layers created by the implantation of Tb ions, which belong to the same rare earth group as Eu, in CaF$_2$ was investigated by the Rutherford backscattering/channeling technique and by the measurements of luminescence during implantation.

The Tb-implantation was performed with a dose of $10^{16}$ ions/cm$^2$ at 100 keV in the random direction at a low (liq.N$_2$) or room temperature. Channeling experiments were carried out at room temperature with a 1.5 MeV He$^+$ beam.

Figure 1 shows random and <111> aligned spectra obtained with CaF$_2$ implanted at low (a) and room (b) temperatures. The random spectrum of CaF$_2$ obtained from as-implanted specimen has almost the same shape as from unimplanted specimens. The Tb$^{3+}$ implantation at a low temperature created a highly damaged layer at a dose of $1 \times 10^{14}$ Tb/cm$^2$ as shown in Fig. 1(a). In the case of the room temperature implantation, the spectrum shows recovery of the highly damaged layer as shown in Fig. 1(b). When the implantation temperature is higher, the Tb depth profile becomes broader and is shifted to a higher energy, i.e., towards the surface.

Fig. 1. Random and <111> aligned spectra obtained for CaF$_2$ implanted with $1 \times 10^{14}$ Tb ions/cm$^2$ at (a) low liq. N$_2$ and (b) room temperatures.
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In order to develop nuclear track microfilters of polycarbonate and polyimid, the most suitable conditions for the beam irradiation and chemical etching have been investigated. These polymer films of the thickness of less than 20 \( \mu \text{m} \) were irradiated with Ar, Kr and Xe beams of energies around 1 MeV/\( \text{u} \). After irradiation, the films are etched chemically to make latent tracks visible with a scanning electron microscope. Pore size is very sensitive to the etching conditions such as etching time, temperature of etchants and chemical composition. We concentrate to establish the relation between the etching time and pore size and its reproducibility because it is difficult to keep the chemical composition and temperature constant precisely. The effect of supersonic wave in the etching process was also examined.

Figure 1 shows the relation between the pore size and etching time under a condition of a certain temperature and chemical composition of an etchant. A very simple relation was observed. This relation was reproducible. It may be easy to control the etching time in order to specify the pore size. However, the etching time required was too long for the pore diameter larger than 0.5 \( \mu \text{m} \), and was too short for that smaller than 0.1 \( \mu \text{m} \). It will be necessary, therefore, to establish different conditions for temperature and chemical composition in order to treat polymers in the moderate etching time irrespective of the pore size.

The effect of supersonic wave in the etching process was investigated on the pore size, which is shown in Fig. 2 as a function of the etching time. We can see from the figure that the pore size grows quadratically with the etching time.
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III-3. Radiochemistry and Nuclear Chemistry

1. Time-Differential Perturbed Angular Correlation (TDPAC) and Emission Mössbauer (EM) Studies on $^{99}$Ru Arising from $^{99}$Rh in Fe$_3$O$_4$

Y. Ohkubo, Y. Kobayashi, K. Asai, T. Okada, and F. Ambe

In this period, we finished analyzing TDPAC and EM spectra of $^{99}$Ru in Fe$_3$O$_4$, which is ferrimagnetic below $T_c=885$ K. This oxide is an inverse spinel, in which one Fe$^{3+}$ ion in the chemical formula occupies the tetrahedral interstice (the A site) of cubically close packed oxygens, while remaining nominal Fe$^{3+}$ and Fe$^{2+}$ ions occupy the octahedral interstices (the B site).

In order to evaluate the mean value of the Lambor frequency, $\omega_L$, more precisely, we first determined the value of the quadrupole frequency, $\omega_Q$, by least-squares fitting the TDPAC $A_{22}G_{22}(t)$ data measured at 885 K, namely above the Curie temperature, with the expression: $A_{22}G_{22}(t)=A_{22}(1+4\cos6\omega_Qt)/5$. The determined value of $\omega_Q$ at 885 K was $6.6 \times 10^5$ rad/s. Then, we analyzed the other $A_{22}G_{22}(t)$ data assuming that $\omega_Q$ is independent of temperature, $\omega_A$ has an apparent Gaussian distribution around $\omega_A$ with a width of 5%, and the angle between the $H_{hf}$ and the principal axis of the electric field gradient is $\pi/2$. Figure 1 shows the temperature dependence of $H_{hf}$, calculated from the fitted parameter, $\omega_A$, and the known magnetic moment of $^{99}$Ru (3/2+, $\tau_{1/2}=20.5$ns), $-0.284$nm$^2$. This temperature dependence is roughly characteristic of that of the magnetization.

The isomer shift obtained from the EM spectrum indicates that Ru exists either as Ru$^{2+}$ or Ru$^{3+}$. All the Ru$^{2+}$ and Ru$^{3+}$ compounds so far reported are of low-spin type. Therefore, when Ru is divalent, it is considered to be diamagnetic. When Ru is trivalent, it has an unpaired electron. The magnetic moment of this unpaired d-electron produces the magnetic field at the nucleus, antiparallel to the magnetic moment, provided that this unpaired electron is localized. As described in Ref. 1, Ru is located at the B site and thus feels the $H_{STHF}$ due to the magnetic moments of Fe$^{3+}$ at the A sites. Figure 1 also shows the temperature dependence of the A site magnetization (solid line) scaled to the measured $H_{hf}$ at 740 K. We assume that the temperature dependence of the $H_{STHF}$ due to the A-O-B supertransfer mechanism is the same as that of this A site magnetization. There is a clear difference between the measured $H_{hf}$ and the scaled A site magnetization. This difference (dashed line in Fig. 1) may be ascribed to the magnetic moment of Ru$^{3+}$ itself. If this speculation is correct, Fe$_3$O$_4$ ($^{99}$Ru) is the first example where Ru$^{3+}$ exhibits magnetism in its oxides.
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III-3-2. Time-Differential $\gamma$-Ray Perturbed Angular Correlation (TDPAC) and Emission Mössbauer (EM) Studies on $^{99}$Ru Arising from $^{99}$Rh in YBa$_2$Cu$_3$O$_{7-x}$


This year we measured TDPAC and EM spectra for the $^{99}$Ru $3/2^+$ level ($t_{1/2} = 20.5$ ns) in an YBa$_2$Cu$_3$O$_{7-x}$ sample with $x \approx 0.2$ (YBC07) and TDPAC spectra for one with $x \approx 1$ (YBC06), using $^{99}$Rh ($t_{1/2} = 15$ days) as the source nuclide. Since its ionic radius is close to that of Cu$^{2+}$, $^{99}$Rh$^{3+}$ is expected to occupy the Cu-1 or Cu-2 site of the matrices.

About 97% enriched $^{99}$Ru was irradiated with 13-MeV protons available from the INS-SF cyclotron. A carrier-free solution containing $^{99}$Rh$^{3+}$ was obtained from the irradiated Ru target by radiochemical separation. CuO powder was added to the solution in order to adsorb $^{99}$Rh$^{3+}$. Stoichiometric amounts of dried high-purity powders of Y$_2$O$_3$, BaCO$_3$, and CuO with $^{99}$Rh were milled and heated in flowing oxygen to obtain YBC07:$^{99}$Ru. A part of the prepared sample was heated in vacuum to obtain YBC06:$^{99}$Rh. YBC07 was superconducting at and below liquid nitrogen temperature, while YBC06 was insulating. We used the same PAC spectrometer as described in a previous report.

Measurements of TDPAC spectra were made in the temperature range from 10 to 1173 K for YBC07:$^{99}$Ru and at 10 K, 80 K, and 293 K for YBC06:$^{99}$Ru. An EM spectrum of YBC07:$^{99}$Ru was taken at 5 K. The value of the isomer shift obtained from the EM spectrum indicates that $^{99}$Ru exists as Ru$^{4+}$ in YBC07. Figure 1 shows a part of the measured TDPAC (left) and their Fourier transformed (FT) spectra (right) of YBC07:$^{99}$Ru, and Fig. 2 all of the measured TDPAC (left) and their FT spectra (right) of YBC06:$^{99}$Ru. The temperature dependences of the frequency distributions show that the major hyperfine fields at $^{99}$Ru are electric field gradients (EFGs). The TDPAC pattern of YBC06: $^{99}$Ru at 10 K is rather smeared so that the frequency distribution is widespread. This is considered to be so because there is a hyperfine magnetic field at $^{99}$Ru in addition to EFG. Alternatively, it is because of aftereffects of the EC decay, which are expected to be much more pronounced in the insulating YBC06 than in the superconducting YBC07. Figures 1 and 2 also
show that there are two chemical states of Ru in YBCO7, but dominantly only one state of Ru in YBCO6.
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57Fe Mössbauer Studies of BiPbSr₂FeO₆
Calcinated in N₂ Gas

Y. Kobayashi, T. Okada, F. Ambe, and K. Asai

Bi-based oxides, Bi₄Sr₃Caₙ₋₁Cu₆Oₓ with n = 1, 2, and 3 are well known high-Tc superconductors. Many studies on these compounds in which Cu ions are substituted by other transition metal ions have been performed in order to gain an insight into the mechanism of the superconductivity in the cuprates. The magnetic properties of these compounds are of great interest from the viewpoint of magnetic interactions in superconductivity. In a previous report, ¹) ⁵⁷Fe Mössbauer and magnetic measurements of BiPbSr₂FeO₆ calcinated in air (sample I), being isostructural with the superconductor Bi₂Sr₂CuO₆, were made. It was found that the sample I was a weak-ferromagnet with Tₙ = 240 K. A large effect of the magnetic field cooling on the magnetization was observed. Fe ions were in the trivalent state and ⁵⁷Fe nuclei felt a hyperfine magnetic field of 50 T at low temperatures.

In this paper, the magnetic properties of BiPbSr₂FeO₆ calcinated at 815°C in N₂ gas (sample II) were studied with the ⁵⁷Fe Mössbauer spectroscopy and magnetization measurement. The X-ray powder analysis showed that the sample II was orthorhombic with the lattice parameters of 5.42, 5.51, and 23.20 Å. The static magnetization of BiPbSr₂FeO₆ was measured between 4.2 and 325 K using a vibrating sample magnetometer and a SQUID susceptometer. The Mössbauer measurements of ⁵⁷Fe were carried out at various temperatures between 5 and 372 K.

The magnetization of the sample II increased monotonously with decreasing temperature. The Neel point was expected to be around 300 K from the results of the Mössbauer measurement, however no cusp in the magnetization could be observed at 300 K.

The Mössbauer spectra for the sample II at various temperatures are shown in Fig. 1. A large hyperfine magnetic field (Ηhf) is observed in addition to an electric field gradient at low temperatures. The values of IS (0.28 mm/s relative to an Fe foil) and Ηhf (50.0T) are typical for the Fe³⁺ high-spin state. Hhf decreases with increasing temperature, and disappears at about 300 K. It is shown that sample II is magnetically ordered below 300 K and is a weak-ferromagnet like the sample I. The magnetic property of the sample II has some distinct differences from that of the sample I on the following points:

1) The Neel temperature is considerably higher (Tₙ = 300 K).
2) No effect of magnetic field cooling appears.
3) The value of the magnetization was down to one-third of that of the sample I.
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Fig. 1. ⁵⁷Fe Mössbauer spectra of BiPbSr₂FeO₆ calcinated in N₂ gas (sample II) at various temperatures.
Heavy-ion-induced nuclear reactions are of much interest because of a large angular momentum brought in the reaction system. According to the Bass model, cross sections for the fusion of heavy nuclei are predicted to be reciprocally proportional to the center-of-mass energy in the energy region higher than a specific value. This is interpreted as the appearance of a limiting angular momentum for the fusion. Fused medium weight nuclei decay through either of the two competing channels, fission or evaporation-residue formation. Fission also follows non-fusion channels such as deep inelastic scattering and a few nucleon transfer. On the contrary, evaporation residues are definitely distinguishable from those formed in non-fusion reactions. It is thus expected that cross sections for the evaporation-residue formation will show the above relation with respect to energy more clearly than those for the fusion. This has not yet been established for reaction systems lighter than gold. In order to confirm the prediction, we measured the cross sections both for the evaporation-residue formation and fission by a nuclear-chemical method.

The reaction of a monoisotopic $^{141}$Pr target with $^{40}$Ar projectiles was studied at beam energies of 10, 25, and 95 MeV/nucleon. The target sandwiched by Al catchers was irradiated at the falling-ball irradiation facility installed at the E3b course of the RIKEN Ring Cyclotron. An Al degrader with an appropriate thickness was inserted upstream of the target to adjust the projectile energy. Induced radioactivities were measured by non-destructive gamma-ray spectrometry with Ge detectors. Cross sections for the formation of gamma-emitting products were obtained, and mass-chain yields were then deduced on the basis of appropriate charge distributions. A reaction mechanism for the production of the nuclei concerned was considered from the recoil ranges measured with the aid of the catchers. Cross sections for the evaporation-residue formation and fission were obtained by integration of mass-chain yields with respect to the relevant mass region.

It was found that the reaction products obtained at low energies consisted of three components: evaporation residues, fission products, and non-fusion products. Although a similar feature was observed at medium energies, fusion and non-fusion components could not be clearly separated with each other. At the highest energy no evaporation residues were found and hence only an upper limit of the fusion cross section was obtained. The obtained cross sections for the fusion are plotted as a function of the reciprocal of center-of-mass energy together with those for the fission and evaporation-residue formation in Fig. 1. It is seen that the excitation function for the fusion has linear dependence on the reciprocal of energy as the Bass model predicts. The evaporation-residue formation shows the same dependence, which has already been found in the reaction of $^{197}$Au with $^{12}$C or $^{16}$O ions. We have further carried out an experiment at a 38 MeV/nucleon bombarding energy.
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The nuclear reactions induced by intermediate-energy heavy ions have been extensively studied. Further studies, however, are still required to elucidate the reaction mechanism in detail. Radiochemical technique is helpful to the studies of a wide variety of reaction systems. We have measured formation cross sections of radionuclides and mean recoil ranges in the interactions of V, Cu, Nb, and I with 40Ar (59, 95 MeV/nucleon), 15N (70 MeV/nucleon), and 14N (135 MeV/nucleon) ions.

The targets were irradiated in the E3b course of RIKEN Ring Cyclotron. The targets were metal foils (10~30μm thick) and KI discs covered with catcher foils like mylar or aluminum to capture the recoil products. The irradiation conditions are shown in Table 1. γ-ray emitters in the targets were measured for three months after the bombardment. Mass distribution is obtained from the measured cross sections with the aid of a charge dispersion curve. The mean recoil ranges can be converted to the recoil energy by using the range-energy relationship.

Table 1. Irradiation conditions.

<table>
<thead>
<tr>
<th>Beam</th>
<th>E_{lab} (MeV/nucleon)</th>
<th>Target</th>
<th>Duration (hour)</th>
<th>Charge (nC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40Ar^12+</td>
<td>95</td>
<td>V</td>
<td>0.938</td>
<td>31805</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cu</td>
<td>1.560</td>
<td>93040</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nb</td>
<td>1.458</td>
<td>78128</td>
</tr>
<tr>
<td>15N^{++}</td>
<td>70</td>
<td>V</td>
<td>0.862</td>
<td>301459</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cu</td>
<td>1.008</td>
<td>415536</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nb (S)</td>
<td>0.113</td>
<td>54159</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nb (L)</td>
<td>1.624</td>
<td>97321</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I (S)</td>
<td>0.169</td>
<td>144742</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I (L)</td>
<td>1.554</td>
<td>94659</td>
</tr>
<tr>
<td>14N^{++}</td>
<td>135</td>
<td>V (S)</td>
<td>0.137</td>
<td>61540</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V (L)</td>
<td>1.535</td>
<td>161022</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cu (S)</td>
<td>0.078</td>
<td>40710</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cu (L)</td>
<td>1.731</td>
<td>230018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nb (S)</td>
<td>0.049</td>
<td>21268</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nb (L)</td>
<td>1.664</td>
<td>173512</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I (S)</td>
<td>0.107</td>
<td>20023</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I (L)</td>
<td>2.580</td>
<td>150180</td>
</tr>
<tr>
<td>40Ar^{13+}</td>
<td>59</td>
<td>V</td>
<td>1.147</td>
<td>79200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cu</td>
<td>1.660</td>
<td>110223</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nb</td>
<td>1.113</td>
<td>89984</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I (S)</td>
<td>0.175</td>
<td>24254</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I (L)</td>
<td>1.003</td>
<td>78519</td>
</tr>
</tbody>
</table>

(S) and (L) indicate the short and the long bombardments, respectively.

Fig. 1. Mass distribution in the interaction of 127I with 14N (135 MeV/nucleon). The data for the mass number less than 40 were rejected, because a KI disc was used as the target. The data for the mass number near the target are also excluded from the figure, since total yield of the given mass number cannot be determined accurately in that region. The different symbols indicate the fraction of measured yields. (△, >40%; ○, ≤40%)

Fig. 2. The velocity distribution of the products in the interaction of 127I with 14N (135 MeV/nucleon).
As an example of the mass-yield curve, the result of $^{127}\text{I} + ^{14}\text{N} (135 \text{ MeV/nucleon})$ reaction is shown in Fig. 1, which can be compared with the results of high-energy proton or photon induced reactions. The velocity distribution of the products for the same reaction system obtained from the mean recoil ranges is shown in Fig. 2. Measurements of $^{10}\text{Be}$ and $^{26}\text{Al}$ in copper targets by the accelerator mass spectrometry (AMS) are in progress.
III-3-6. Preparation of Radioactive Multitracer Solutions from Ag Foils Irradiated with High-Energy Heavy Ions

S. Ambe, S.Y. Chen, Y. Ohkubo, Y. Kobayashi, M. Iwamoto, M. Yanokura, and F. Ambe

We have studied a convenient and reliable radiochemical procedure by which radioactive multitracer solutions free from both carriers and salts are prepared from Au, Ag, and Cu targets irradiated with a $^{12}$C, $^{14}$N, or $^{16}$O beam. The preparative method of the multitracer solution from the Au target has been reported.\textsuperscript{1-3} Here, we describe a separation procedure of a radioactive multitracer solution from the Ag target.\textsuperscript{3}

Three foils ($24 \text{ mm} \times 100 \mu \text{m}$) of Ag mounted in a 40 mm aluminum ball with a 20 mm piercing hole were irradiated with a 135 MeV/nucleon $^{12}$C beam in the falling ball irradiation system installed in a beam course of RIKEN Ring Cyclotron. The beam intensity was about 100 nA and the irradiation time was several hours. The beam profile was roughly $10 \times 10 \text{ mm}$. The irradiated Ag foils (1.5g) were dissolved in 19 cm$^3$ of conc. HN$_2$O. After dilution with an equal volume of distilled water, 2 cm$^3$ of conc. HCl was added to the solution. After removal of AgCl by filtration, the filtrate was evaporated in a rotary vacuum evaporator. The residue was dissolved in dil. HCl to yield a multitracer solution. When AgCl formed again, it was filtered out.

The $\gamma$-ray spectra of the multitracer solution, precipitated AgCl, and solutions collected in traps of the evaporator were measured using pure Ge detectors. The spectra were analyzed with the BOB code\textsuperscript{4} on a FACOM M780 computer at the Institute.

Figure 1 shows a $\gamma$-ray spectrum of the multitracer solution separated from the Ag target irradiated with $^{12}$C. The measurement was done 3 days after irradiation. The dominant peaks in the figure are ascribed to radioactive nuclides of the elements, Sc, Ga, As, Sr, Y, Zr, Nb, Mo, Tc, Ru, Rh, and Pd. No $\gamma$-rays due to the radioactive nuclides of the target element, Ag*, were detected in the solution. The $\gamma$-ray spectrum of the AgCl precipitate showed that it contains Br* along with Ag*. Minute fractions of Pd*, Zr*, and Rh* were also found in the AgCl precipitate, although most of them remained in the solution. A part of Tc* was found in the solution condensed in the trap of the evaporator. This is considered to show that a part of Tc* was distilled as Tc$_2$O$_5$ from the nitric acid solution.

In conclusion, the target element is selectively removed from the high-energy ion-irradiated Ag by precipitation as AgCl, yielding solutions containing a number of radioactive nuclides useful as multitracer solutions. It is to be noted that multitracer solutions containing neither carriers nor salts are obtained by the present radiochemical procedures. This is a great advantage in applying them to a variety of scientific studies.
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III-3-7. Preparation of Radioactive Multitracer Solutions from Cu Foils Irradiated with High-Energy Heavy Ions

S. Ambe, S.Y. Chen, Y. Ohkubo, Y. Kobayashi, M. Iwamoto, M. Yanokura, and F. Ambe

The nuclear reactions of Cu with high-energy heavy ions result in production of useful radioactive nuclides lighter than those produced in Au and Ag targets. We report here a convenient and reliable radiochemical procedure by which radioactive multitracer solutions free from both carriers and salts are prepared by using Cu targets irradiated with a $^{14}$N beam.

Three foils (24 mm $\phi \times 100 \mu$m) of Cu mounted in a 40 mm $\phi$ aluminum ball with a 20mm $\phi$ piercing hole were irradiated with a 135 MeV/nucleon $^{14}$N beam in the falling ball irradiation system installed in a beam course of RIKEN Ring Cyclotron. The beam intensity was about 70 nA and the irradiation time was a few hours. The beam profile was roughly 10 X 10 mm.

The irradiated Cu foils (1g) were dissolved in 15 cm$^3$ of conc. HNO$_3$. After neutralization with ammonia, SO$_2$ gas was introduced into the solution to reduce Cu$^{2+}$ to Cu$^+$. Subsequently, 1.9g of NH$_4$SCN in 10 cm$^3$ of distilled water was added slowly to the solution. CuSCN precipitating immediately was filtered out. In order to remove NH$_4$NO$_3$ and NH$_4$SCN, the filtrate was heated in a rotary vacuum evaporator. After complete evaporation of water, NH$_4$NO$_3$ and NH$_4$SCN were sublimated at about 300°C. The residue was dissolved in 6 mol dm$^{-3}$ HCl.

The $\gamma$-ray spectra of the multitracer solution and precipitated CuSCN were measured using pure Ge detectors. The spectra were analyzed with the BOB code$^2$ on a FACOM M780 computer at the Institute.

Figure 1 shows a $\gamma$-ray spectrum of the multitracer solution separated from the Cu target irradiated with a $^{14}$N beam. It was recorded 0.5 day after irradiation. The elements of radioactive nuclides found in the solution are Be, Mg, Na, Cl, K, Sc, Cr, Mn, Fe, Co, and Zn. No $\gamma$ rays due to the radionuclides of the target element, Cu$^+$, were detected in the spectrum of the solution. This means that Cu$^{2+}$ ions were completely eliminated from the multitracer solution. No radioactive nuclides, other than Cu$^+$, were found in the precipitate, suggesting that no metal ions coprecipitated with CuSCN.

By the present procedure, the target element is selectively removed from high-energy ion-irradiated Cu by precipitation as CuSCN, yielding a solution containing a number of radioactive nuclides of the elements of low atomic number. The solutions separated from the Au,$^{1,4,41}$ Ag,$^{1,50}$ and Cu$^{19}$ targets contain radioactive nuclides comprising over 50 elements.
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III-3-8. Separation of Multitracers from Heavy-Ion Irradiated Targets by Heating under a Reduced Pressure


We continued in this period a series of experiments on the separation of multitracers from targets irradiated with heavy ions accelerated with RIKEN Ring Cyclotron by heating under a reduced pressure.\(^1\)\(^2\) Target foils of Au, Ag and Cu were irradiated with 135 MeV/nucleon \(^{12}\)C, \(^{14}\)N, and \(^{16}\)O ion beams by using the falling-ball irradiation system of RRC.\(^3\)\(^4\) Thickness of the targets was 100 \(\mu\)m. The irradiation time was several hours and the beam intensity was 20-60 nA. The target foil was melted for 1 hour at a temperature slightly above the melting point; \(1100^\circ\)C for Au and Cu, and \(1000^\circ\)C for Ag, (m.p. of Au, \(1064^\circ\)C; Ag, \(960^\circ\)C; Cu, \(1083^\circ\)C), in a quartz tube equipped with a charcoal trap under a reduced pressure of about several Pa. After cooling, the cold finger and the inside wall of the tube were washed with hot water (70\(^\circ\)C) and a dilute HCl solution successively to dissolve the radioactive nuclides evaporated from the foil and deposited. The \(\gamma\)-ray spectra of radioactive nuclides in the target before and after melting and those in the solutions were measured with a pure Ge-detector. The spectra were analyzed with the computer program BOB developed by Baba et al.\(^5\) on the FACOM M780 computer of the institute. The results are summarized in Table 1.

Table 1. Elements for which radioactive nuclides were identified in the Cu, Ag and Au targets and in the dilute HCl solutions of the deposits.

<table>
<thead>
<tr>
<th>Target</th>
<th>Before heating</th>
<th>Dil.HCl soln. of the deposit</th>
<th>Charcoal trap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>Na,Mg,K,Sc,V,Cr,Mn,Co,Ni,Cu,Zn</td>
<td>V,Mn,Co,Cu,Zn</td>
<td>-</td>
</tr>
<tr>
<td>Ag</td>
<td>Sc,V,Mn,Cu,As,Se,Br,Sr,Y,Zr,Tc,Ru,Rh,Pd,Ag</td>
<td>Sc,V,Mn,Cu,As,Se,Sr,Y,Zr,Tc,Ru,Br</td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>Y,Zr,In,Te,Xe, Cs,Eu,Gd,Hf,Os,Ir,Pt,Au</td>
<td>Y,Cs,Eu,Gd,Hf,Pt,Xe</td>
<td></td>
</tr>
</tbody>
</table>
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A radioactive multitracer solution,\(^1\) in a carrier- and salt-free condition, prepared from a gold foil irradiated with 135 MeV / nucleon \(^{14}\)N ions was used for the titled studies in a NAFION - HCl system. The NAFION-501 resin, manufactured by DuPont, is a perfluorinated polymer containing \(\sim 5\) mmol g\(^{-1}\) sulfonic acid group as shown below. Because of the strong acidity of the resin, a comparison of the exchange behavior with a common cation exchange resin attracts much attention.

\[
\begin{array}{c}
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\end{array}
\]

\([-[(\text{CF}_2-\text{CF}_2)_m-\text{CF-CF}_2]_n^-\]

The resin, commercially available as a cylindrical shape of ca. 1\(\times\)1~3 mm L, was used as received. One milliliter of the multitracer solution and 3 g of the resin were taken into a small polyethylene bottle and the acidity of the system was adjusted to a certain molarity with hydrochloric acid by making the volume of the solution to 10\(\text{ml}\). The contents of the bottle were shaken vigorously for 3 days at 25\(^\circ\)C with an 8-shape mode shaker. Independent experiments for Co and Y showed that more than 90\% of equilibrium was attained by the 3-days equilibration. After filtration, \(\gamma\)-ray spectrometry was carried out for both phases. The \(\gamma\)-ray spectra were analyzed on a FACOM M780 computer.

The distribution ratios (D) of Sc, V, Fe, Co, As, Rb, Y, Zr, Mo, Sb, Te, Ba, Eu, Gd, Tb, Tm, Yb, Lu, Hf, Ir, and Pt were so far obtained in 0.02, 3, and 9\(\text{M}\) hydrochloric acid solutions. Log-log plottings of D versus the acidity show that the D values for alkaline earth and rare earth elements decrease smoothly with slopes of -2 and -3, respectively, with increasing acidity. Increase in D values at higher acidities, as commonly found for Dowex-50X4,\(^2\) has not appeared up to a 9\(\text{M}\) hydrochloric acid solution.

References

* Aoyama Gakuin University.
III-3-10. Positron Annihilation Study on Defects in Undoped and Si-Doped LEC-GaAs Irradiated by Charged Particles


To characterize the defects in a liquid encapsulated Czochralski (LEC)–GaAs, the defects were introduced into undoped and Si–doped crystals by the electron or proton irradiation. Their recovery by isochronal annealing from room temperature to 980 K was studied by the positron lifetime spectroscopy. Temperature dependence of the lifetime in these samples was also studied in a temperature range from 13 to 307 K.

An undoped (UD, carrier density at 300 K $C_d = 2.03 \times 10^7 \text{cm}^{-3}$) or a Si-doped (SD, $C_d = 1.3 \times 10^{18} \text{cm}^{-3}$) n-type GaAs wafer of $20 \times 20 \times 0.6 \text{mm}^3$ was mounted on a water-cooled target holder, and was irradiated with 3 MeV electrons up to a dose of $5 \times 10^{17} \text{cm}^{-2}$ in air (UDE- and SDE-samples) or with 15 MeV protons up to a dose of $10^{18} \text{cm}^{-2}$ in helium gas (UDP- and SDP-samples). As a positron source, $^{48}\text{Ti}(\text{p},\text{n})^{48}\text{V}$ produced by the reaction of $^{48}\text{Ti}$ was used. The lifetimes were measured using a fast coincidence system with time resolution of 210 ps at the experimental positron window settings. As a total counts, $1 \times 10^6$ counts were accumulated in each time spectrum. The lifetime spectra were analyzed using the computer program POSITRONFIT.1 In each spectrum, a component shorter than 100 ps, which is probably a result of the coincidence of two cascade gamma-rays from $^{48}\text{V}$, was eliminated. The standard deviation of fit was ±1 ps. Some samples were annealed isochronally in an argon atmosphere at temperatures from room temperature to 980 K at an interval of 50 K for 30 min. Positron annihilation measurements were performed at room temperature.

The lifetime $\tau$ in UD was independent of annealing temperature at 224±1 ps as shown in Fig. 1. The lifetime in SD, 243 ps, which is longer than that in UD, also showed no variation with annealing temperature. The longer lifetime in SD probably means that there exist stable defects in SD, for example, Si and Ga-vacancy ($V_{Ga}$) pair Si$V_{Ga}$ as pointed out by Lee et al.2 Figure 1 also shows the lifetime variations upon the isochronal annealing of the samples after proton irradiation. The lifetimes varied significantly between 224 and 255 ps. The lifetimes in UD and SD are shown in Figs. 1(a) and 1(b). The results obtained before irradiation on undoped (□) and Si-doped (○) samples are also included.

* National Laboratory for High Energy Physics.
** Tohoku University.
samples increased to 250–255 ps by the proton-irradiation (UDP and SDP) and decreased by 10 ps in the temperature range from 500K to 700 K. The lifetime in SDP recovered the value as obtained before irradiation, 243 ps, after annealing at 700 K, while the lifetime in UDP further decreased and also recovered the value in UD, 224 ps, on annealing above 800 K. The proton irradiation effects on both UD and SD were the same at least from the point of view of their annealing stage, and the defects introduced in both samples were annealed out at 800 K. Figures 2 (a) and (b) show the temperature dependence (13-307 K) of lifetime values in UD (square), UDE (diamond), and UDP (circle) and in SD (circle), SDE (star), and SDP (dot), respectively. Different samples were used in Figs. 1 and 2 but irradiation conditions were almost the same. The lifetimes in these samples, except UD, decreased with decreasing temperature. This temperature dependence of $\tau$ is in contrast to that of $\tau$ in silicon, and may be explained by the lattice relaxation around vacancies as suggested by Dlubek et al. The detailed configuration of the defects is under investigation.
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III-3-11. Nitrided Carbon Foils as Long-Lived Charge Strippers

I. Sugai, M. Oyaizu,* M. Aratani, and M. Yanokura

We have developed various methods suited to prepare long-lived carbon stripper foils and improved them to give high reproducibility and creditability.1-4 We reported last year5 that the heavy ion beam sputtering (HIBS) could be used to prepare carbon stripper foils with long lifetimes. For this purpose, we used krypton and xenon ions. In that work the foil’s lifetimes were strongly affected by preparation conditions, which also affected the amount of contaminants such as H, N, and O in the foils.

The dependence of the foil lifetime upon the amount of contaminants introduced by the reactive ion beam sputtering of carbon using the gases H2, O2 or N2, was investigated by comparing their lifetimes with those of foils made by the HIBS. With the use of ion beam sputtering of reactive nitrogen (IBSRN), an extraordinarily long lifetime was obtained.

The sputtering system is nearly identical to that described in Ref.1. The reactive gases were dried hydrogen, nitrogen, or oxygen. In particular, when nitrogen was used, it was purified to 99.9999% with impurities less than 0.2ppm of oxygen and carbon monoxide, and less than 1 ppm carbon dioxide.

All foils used have surface densities of approximately 15μg/cm2, as measured by an electronic microbalance. The production method, however, is capable of producing foils in the range of 5μg/cm2 to 40μg/cm2.

The measurement of lifetimes of carbon foils was done by using the Van de Graaff accelerator at the Tokyo Institute of Technology. Typical beams consisted of singly charged 3.2MeV Ne at a flux of 3-4 μA, and had a diameter of 3.5mm. The pressure in the chamber was kept at about 1×10⁻⁴Pa. The relative lifetime of a foil was taken as the total charge (integrated current) incident upon the foil that was necessary to cause its rupture. Rupture was indicated by a sudden decrease in the current to a Faraday cup located downstream from the foil.

In Fig. 1 are shown the results for foils produced by sputtering in pure gases and for commercially available carbon (CM) foils as a reference. Figure 1 shows clearly that the foils

* Institute for Nuclear Study, University of Tokyo.
made by the ion beam sputtering with reactive nitrogen (IBSRN) are superior to all of the other foils tested.

The lifetime of the best foil was 150mC which was about 60 times longer than that of the conventional carbon foils. Foils sputtered in the pure hydrogen or pure oxygen had shorter lifetimes than those of conventional carbon foils. It seems likely that admixtures of oxygen in carbon foils always cause reduction of the lifetime.

A comparison of the relative foil lifetimes obtained with the different sputtering ions is shown in Fig. 2, showing data for both reactive sputtering in this work (including the special case of IBSRN, sputtering with nitrogen) and the HIBS (the Krypton and Xenon data). Not only the lifetimes of the foils by the IBSRN are longer, but the manufacturing costs are less than the HIBS, since the expensive krypton and xenon gases are not used. Reliability and reproducibility of the IBSRN method appear to be greater than those of the CADAD3 (Controlled Ac and DcArc Discharge) and HIBS methods. In addition, the shrinkage rates of the IBSRN foils are the lowest among those examined.

References
4) I. Sugai and M. Aratani et al.: ibid., to be submitted.
III-4. Radiation Chemistry and Radiation Biology

1. Irradiation Facility for Biological Experiments

T. Kanai, S. Minohara, M. Sudou, T. Kohno, E. Takada, F. Soga, K. Kawachi, and F. Yatagai

A new heavy ion irradiation course was designed and constructed for biological experiments at a Ring Cyclotron facility of RIKEN. Biological responses of culture cells, blood cells, mice or small animals for heavy ion irradiations are going to be examined by using this irradiation course. In these experiments, uniform irradiation fields over several cm in diameter are required. As shown in the Fig. 1, wobbler magnets and scatterer are used for the beam flattening. Uniform irradiation fields over 10cm in diameter was realized at the irradiation site in case of a Carbon 135MeV/nucleon beam. The range shifter in Fig. 1 is used for degrading the incident energy of the heavy ions so as to choose appropriate LET of the irradiation. The range modulator is used for spreading the sharp Bragg peak in the depth dose distribution to 2 or 3 cm width. A transmission parallel plate ionization chamber is used as the dose monitor.

Figure 2 shows a depth dose distribution in a Lucite absorber for a carbon 135 MeV/nucleon beam, which is measured by a small parallel plate ionization chamber. The absolute doses to the biological species are determined as follows. (1) The relative depth dose distribution is measured as in Fig. 2. (2) A particle fluence per monitor output is measured by a plastic scintillator for no absorber condition. (3) The heavy ion energy is estimated from the depth dose distribution. (4) Then the stopping power of the injected heavy ion is calculated from the estimated energy. (5) Then the dose per monitor output at the entrance position of the depth dose distribution is obtained by multiplying the stopping power by the measured number of the heavy ions.

Many biological experiments are now in progress with this irradiation course using Carbon 135MeV/nucleon or Ar 95MeV/nucleon beams.
The influence of radiation quality on strand breakage in DNA that has been directly excited is an important issue in understanding the effects of ionizing radiation on living systems. Radiation quality can be characterized by a number of parameters but most commonly linear energy transfer (LET) is used. As far as a strand breakage in DNA is concerned the current understanding is that as LET increases the probability of double strand breakage increases at the expense of that for single strand breakage. Early experiments using heavy ions in the range of up to 10 MeV per amu by Neary et al.\(^1\) seemed to indicate that this was not the case and that single and double strand breaks both increased with increasing LET keeping a constant ratio of about 20. The ratio observed at low LET is 10. The current program aims to extend the experiments performed by Neary to faster ions. Using Carbon, Nitrogen and Argon ions a range of LETs from about 20 keV per micron to more than 1000 keV per micron can be covered using the RRC.

In these experiments the DNA is irradiated in a dry salt (NaCl)/DNA target film formed on a glass substrate. The DNA is maintained in a state of almost full hydration by maintaining a relative humidity of 75% during storage and irradiation. The DNA is in the form of a supercoiled plasmid and break yields are assessed using electrophoresis.

In the current reporting period two experiments (involving two machine sessions of two hours each) have been performed, one with Carbon ions, the other with Nitrogen ions. This was the first experience of using this beam and the results were disappointing. LET was varied using absorbers made of Lucite and three qualities were explored, namely 22, 50 and 100 keV per micron. Only the 50 keV/micron experiment gave reproducible results.

The second experiment with Nitrogen ion failed due to the lack of solubility of the samples after irradiation. This was the second experiment with this ion which has failed in a similar manner. The reasons for this are not clear.

Heavy ions present particular technical problems with the salt/DNA target used for these experiments. Before useful and reliable results can be obtained a number of technical problems must be resolved. The salt/DNA target has proved particularly valuable in other applications. For low LET radiations strand break yields in DNA in this target form are closely similar to those measured in DNA in a cellular environment, indicating that the DNA strand breakage in cells is probably due to the direct excitation.\(^2\) More recently experiments using \(^{125}\)I incorporated into the salt phase of the target have demonstrated the existence of an energy delocalization process, probably multiplasmon formation. This phenomenon may well be responsible for the observations of Neary et al.\(^1\)
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III-4-3. Induction of Chromosome Aberrations by Randomly Directed Accelerated Heavy Ions

T. Takatsuji, Y. Okumura,* T. Takahashi, F. Yatagai, K. Nakano, M. S. Sasaki,** K. Komatsu,* and M. Yoshida*

An exchange type chromosome aberration is a main source of radiation cell killing and mutation. Therefore, the mechanism of aberration is a main question in radiation biology. One unknown and important point in this question is whether the aberration arises from the interaction of two radiation damages (interaction model) or from only one radiation damage.

Kellerer and Rossi developed the idea of the interaction model. They succeeded in explaining the dose–effect relationship of cell killing and chromosome aberration, and the LET dependence of these effects.1,2 But Goodhead supported the idea that one radiation damage is sufficient to make lethal damages or mutation with an experimental result that very short range low energy photoelectrons of ultrasoft X-rays had relatively high efficiency.3 But Zaider and Brenner clarified that the experimental result did not contradict the theory of Kellerer and Rossi.4 The two models are very different, but both have no fatal contradiction to experimental results.

If the chromosome aberration induction depends on the spatial distribution of radiation damages, the interaction mechanism operates between the radiation damages to make chromosome aberrations. The distribution of the radiation damages when cells were exposed to randomly directed heavy ions (random irradiation) is very different from the one when exposed to uniformly directed ions (parallel irradiation).

We have prepared a sample holder that can rotate sample dishes of 30 mm diameter with an axis tilted against the beam axis. Living cells in a dish fixed on the rotated sample holder can be irradiated from random directions. We irradiated human peripheral blood lymphocytes with 135 MeV/nucleon 12C ion beams using this sample holder at RIKEN Ring Cyclotron. Rotated samples show higher frequency of dicentric chromosomes than stationary samples (Fig. 1). The result shows that the interaction mechanism operates between radiation damages to induce dicentric chromosomes.

Fig. 1. Frequency of Dicentrics plotted against dose. Bar indicates the standard error of the mean. Closed circles: rotated samples. Open circles: stationary samples.
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III-4-4. Heavy-Ion-Induced Chromosome Fragmentation Studied by Premature Chromosome Condensation (PCC) in Syrian Golden Hamster Embryo Cells

M. Watanabe, M. Suzuki,* K. Suzuki,* K. Nakano, and F. Yatagai

The technique of premature chromosome condensation (PCC) is very useful in detecting both radiation- and chemical-induced damages since the cell cycle delay after irradiation needs not to be considered. It may be a powerful method to compare effects of high and low linear energy transfer (LET) radiations which may produce difference in the cell cycle progression after irradiation. X-ray-induced damages have been investigated using the PCC technique by several investigators and their data suggested that the PCC technique is a very sensitive method for detecting chromatin damages in interphase cells. Limited reports, however, have been published concerning chromatin damages induced by high LET radiations. Bedford and Goodhead reported the dose-response relationship of the chromatin break formation induced by alpha particles. They showed that the chromatin breaks increased linearly with absorbed dose in the case of both alpha particles and X-rays. However, the relative biological effectiveness (RBE), compared to 60Co gamma ray, for alpha particles was 2.3 times larger than that for X-rays. Goodwin et al. studied biological effects of Ne ions (LET = 182 keV/μm) and X-rays, and found that the amount of chromatin breaks by Ne ions was 1.5 times more than that by X-rays. In addition, although 90% of the chromatin breaks induced by X-rays were rejoined within 8 hours after irradiation, only 50% of the chromatin breaks induced by Ne ions were rejoined. These data suggest that high LET radiations are more biologically effective in producing chromatin damages than low LET radiation. We previously reported that 14N and 4He ions were more effective in both cell killing and neoplastic cell transformation than gamma ray in SHE cells.

In this study, we detected chromosome aberrations as chromatin breaks in G1/G0 interphase cells using the PCC technique. We assessed the RBE of the induction of chromatin breaks induced by heavy ions and examined the repair kinetics to qualitatively determine the difference in radiation damages between high and low LET radiation. SHE cells were irradiated with 14N ions (95MeV) and 4He ions (22MeV) generated by the cyclotron at the Institute of Physical and Chemical Research in Japan. Irradiated SHE cells were fused with mitotic Chinese hamster ovary cells by the polyethylene glycol mediated cell fusion to induce PCC.

The incidence of chromatin breaks was highest in cells irradiated with 14N ions when it was compared at the same absorbed dose level. The RBE, compared to 137Cs gamma ray, was 2.4 for 14N ions (LET = 530 keV/μm), 1.8 for 4He ions with a 100μm Al absorber (LET = 77keV/μm), and 1.4 for 4He ions without the absorber (LET = 36keV/μm), respectively. The PCC fragments induced by gamma ray were rejoined within 8 hours of the post-irradiation incubation. In the case of heavy ions, however, only 35 - 45% of the fragments were rejoined. These results suggest that there is a qualitative difference in the chromatin damage caused by high LET radiations and low LET radiations.
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In this study, we aimed to clarify the characteristics of the carbon beams available in RIKEN Ring Cyclotron for physics and biology. A main question is apparently concerned with the correlation between LET (linear energy transfer) as radiation quality and RBE (relative biological effectiveness) as its dependent biological effects for survivals of cultured mammalian cells. At RIKEN Ring Cyclotron, a carbon beam (135 MeV/n), of which range in water was 40 mm, has become available for the irradiation of biological materials with a uniform field of 10 cm². Different values of dose average LET were produced by changing the thickness of absorbers in the beam path. This range shifting system was able to provide 64 different LET values between 20 and 300 keV/μm. In this study we have tested several dose responses of Chinese hamster V-79 cells against the carbon beams with following LET values, namely 22.6, 74.2, 106.7, 125.5, 177.0, and 304 keV/μm, and in addition at the tail portion of unmodulated beams. The V-79 cells were cultured in an F10 medium with 10% of fetal calf serum and antibiotics. Experimental cells were irradiated in flasks and assayed for cellular survivals in order to establish each survival curve for the estimation of RBE. For reference we have used helium ion beams of the NIRS cyclotron with LET of 18.6 keV/μm, of which biological effect was identified as the same as that of X-rays.

The experimental results indicated that the LET dependent change of survival curves was apparently pronounced as the LET of carbon beams was increased. The experimental curves showed the presence of a broader shoulder with a dull slope in a low LET (22.6 keV/μm) and tail regions, but they showed no shoulder with steep slopes in a high LET region. The minimums of slopes and shoulders were found in the LET of 125 keV/μm, while the curves for higher LET values (177 and 304 keV/μm) showed a restoration of decreased slope but no restoration of shoulder. Such a change of the survival response may suggest a local existence of a maximum peak of biological effect vs. linearly increasing LET. Existence of a local peak of the cellular lethality has been known by other studies in LBL.¹ Present results are generally in agreement with those of previous reports. One of the features of the present study was the variety of cell survival responses vs. carbon beams. The cellular RBE was varied from 1.3 - 4.0 depending upon different LET.
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III-4-6. Effect of Carbon Iron Irradiation on the Cell Survival

H. Ito, S. Yamashita, S. Hashimoto, F. Yatagai, and T. Kanai

The effect of the heavy particle irradiation on the cell survival is different from that of the X-ray irradiation. In Japan, heavy particles will be applied to cancer patients in the near future. This study was performed to determine the effect of the carbon particle irradiation on cells in vitro.

A RUMG cell line which was established from a human serous ovarian cancer, was irradiated either with carbon particles from the RIKEN Ring Cyclotron or with 200KVp X-rays. The cells were maintained in an F10 medium with 10% fetal bovine serum in a 5% CO₂ incubator. The cells in a proliferative phase were irradiated with carbon particles of various linear energy transfers (LET). The irradiated cells were trypsinized and survival curves were determined by the colony assay. The recovery between two equal split doses (6 hour interval) was also determined.

Figure 1 shows the survival curves at various LETs of carbon particles. The survival curve for the 200KVp X-ray irradiation was also shown. The Do values were increased and a shoulder appeared on the survival curve with the reduction of LETs. The relative biological effectiveness (RBE) at a 0.01 survivals were 1.7 at 20 keV/μm, 2.3 at 40 keV/μm and 2.8 at 80 keV/μm. When two equal doses were irradiated at a 6 hour interval with 200KVp-rays, recovery (recovery rate at 0.01 survivals: 1.8) was observed. In the case of the split irradiation using 40 keV/μm carbon particles, however, there was no recovery (Fig. 2). This result suggests that radiation damages made by 40keV/μm carbon particles are different from those by 200KVp X-rays and cannot be repaired.
Recent studies have revealed that Xeroderma pigmentosum (XP) cells are deficient in the repair processes of UV damages, probably nucleotide-excision pathway. Our interest in this research project is to make clear the possibility that DNA damages, reparable by the same process as that for UV lesions, are also produced by the heavy-ion irradiation. The XP cells involved in two different complementary groups, C and D, were selected for this study. The cells were exposed to carbon ions accelerated by the cyclotron to compare their sensitivity with that of normal human fibroblast cells (NB-1). Linear energy transfer (LET) of carbon ions was fixed to be 22.5 keV/\mu m at the position of cells attached on the inside surface of flask. As an average over two separate determinations (Fig. 1), XP-C showed a little higher sensitivity compared with the NB-1 case. In contrast, XP-D didn't show any significant difference from NB-1. Here, we have already confirmed no difference in the sensitivity for \gamma-rays among these cell lines (Fig. 2).

We plan further experiments to examine whether the observed difference is statistically significant or not.
Knowledge about the Relative Biological Effectiveness (RBE) of various radiations is helpful for analyzing radiobiological effects in plants. The RBE of ion beams ($^{14}\text{N}^+$) for $M_1$ (the first generation after mutagen treatment) damages in the root length and seedling height relative to $\gamma$-rays was compared with that of thermal neutrons in this experiment using rice.

Dry seeds of rice, *Oryza sativa* L., a variety of Koshihikari, were exposed to an ion beam of $^{14}\text{N}$ ($135\text{ MeV/n}$) from the Ring Cyclotron with a dose of 0−300 Gy and were exposed to thermal neutrons for 0, 1, 2, 3, 4, and 6 hr in the heavy water facility of the Kyoto University Reactor operating at 5000KW. The flux of thermal neutrons was about $2.5\times10^9 \text{ Nth/cm}^2/\text{sec}$. For comparison, the seeds were irradiated by $^{60}\text{Co} \gamma$ rays with doses of 0, 2, 5, 10, 15, 20, 30, 40, 50, and 60 krad. Irradiated seeds were sown to be germinated in petri-dishes at room temperature. Two weeks later, the root length and seedling height were measured; the results were presented in Fig. 1. The RBE of thermal neutrons and ion beam for the root length and seedling height were calculated by the formula, $D_{50}$ of relevant radiation / $D_{50}$ of $\gamma$ rays, where the $D_{50}$ means a dose which reduces the root length or seedling height to 50% of control. As shown in the figure, the RBE of thermal neutrons was 11.5 and 10.7, respectively, for the root length and seedling height. This result supports the data previously obtained.\(^{1,2}\)

The RBE of $^{14}\text{N}$ was found to be 2.2 and 1.8, respectively, for the root length and seedling height. It is noted that the RBE of ion beam ($^{14}\text{N}^+$) was significantly lower than that of thermal neutrons for the both traits. Analysis of mutations on the $M_2$ (second generation after mutagen treatment) will be conducted next year.
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Genetic effects of the heavy ion irradiation were investigated with maize and soybean strains. This experiment was carried out as a preliminary experiment 1) to examine the potential of the heavy ion irradiation as mutagen, and 2) to evaluate the genetic effects of the exposure of organs to heavy ions in a space ship outside the earth.

In maize seeds heterozygous at \( Yg2 \) locus \((Yg2/yg2)\) and soybean seeds heterozygous at \( Yll \) locus \((Yll/yll)\), mutagenic treatments induce visible mutant sectors on their leaves. The number of these sectors reflects the genetic effects of the treatments.

Maize seeds were irradiated with N (160MeV/n), Fe (555 or 825MeV/n) and U (919MeV/n) ions by the accelerator of Lawrence Berkeley Laboratory, Univ. of California. Dose response of the mutation frequencies in the Fe ion irradiation was detected at the dosage of higher than \( 10^5 \) ions/cm\(^2\) (Fig. 1). The lowest dosage to detect genetic effects of the ion irradiation is supposed to be \( 10^2 \) to \( 10^3 \) ions/cm\(^2\). Both the irradiation with Fe and U ions had an identical effect. The irradiation dosage of N ions was too low in this experiment for analysis.

Soybean seeds were irradiated with N (133 MeV/n) ion by RIKEN Ring Cyclotron. The dosage was monitored by the reading of PPAC. The irradiation of \( 2.2 \times 10^7 \) ions/cm\(^2\) corresponded to 1 Gy. Linear dosage response in mutation frequencies was obtained (Fig. 2). The genetic effect of the irradiation was detected at the dosage as low as \( 10^5 \) ions/cm\(^2\).

---

* FAO/IAEA, Vienna, Austria.
As one of the Space Shuttle experiments on the second mission of International Microgravity Laboratory (IML-2) scheduled in 1994, a project using the fish 'medaka' has been selected. The project aims to study whether the fish, medaka (Oryzias latipes), can carry out the mating behavior and lay eggs in space. When eggs are laid, we further intend to see the early development, i.e., all the processes from fertilization to hatching can take place normally or not under the microgravity. In such space biology experiments, radiation is probably one of the major environmental factors we have to always be aware of, in order to evaluate the microgravity effects justly. Since cosmic radiations characteristically contain high-energy heavy ions (HZE), their effects should correctly be assessed. The present experiment was carried out to see the effects of heavy ions on the fish development.

The materials used in this study were embryos of the teleost fish, medaka. Fertilized eggs were collected after natural spawning between the 1-year-old adult fish, and were incubated at 25 °C for further development. Matui's normal table of this species was employed for the identification of the stages of their development.

Embryos were irradiated with the beams from RIKEN Ring Cyclotron. So far, N ions (135 MeV/nucleon) and Ar ions (about 88 MeV/nucleon) were employed. The beam dosimetry was carried out using an ionizing chamber. Then, the flux of the beam was calculated using the ratio of the count of a parallel-plate avalanche counter (PPAC) to that of the ionizing chamber. Twenty to forty embryos, each embryo with a diameter of about 1 mm, were put together in a small plastic dish filled with 3 mm depth of water along the beam axis. After irradiation, they were placed in glass vessels with stored tap water to develop at 25 °C.

Figure 1 shows the hatching rate of embryos as a function of the doses of N ions (left panels) and Ar ions (right panels). The developmental stage of embryos at the time of irradiation is given in each panel.
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Accelerated carbons could penetrate human body and produce a Bragg-Peak at a given depth. For clinical use, the peak should be broadened to achieve the homogeneous distribution of dose within sizable tumors. Here we investigated and reported the therapeutic effectiveness of carbon-12 against a radioresistant fibrosarcoma growing in syngeneic mice. (Materials and Methods) Animals used here were C3 H/He male mice of 12 week-old. NFSa fibrosarcoma was transplanted into hind legs. Tumor was sized 7.5±0.5 mm in diameter at the time of irradiation. Carbon-12 ions with kinetic energy of 135 MeV/nucleon were accelerated and provided by RIKEN Cyclotron. The maximum depth of beam penetration was approximately 4 cm in water. The Bragg-Peak was spread out by a ridge filter (Fig. 1). The design of the filter was based on biological data such as survivals of in vitro cultured V79 cells. Tumor-bearing mice received pentobarbital anesthesia and immobilized on an acrylic plate by a masking tape. Legs with tumors were placed in a doughnut-shaped radiation field of a 2.5 cm width. Five mice were used for each radiation dose and a total of 165 mice served in experiments including the radiation of Cs-137 γ rays. Tumor sizes were measured by calipers every other day for up to 2 months. Calculated tumor volumes were plotted on a logarithmic scale, which provided the growth delay time. In some experiments, tumor control probabilities were employed as another endpoint where 10 mice were used for each radiation dose. Tumor recurrence was checked by palpation once a week for up to 120 days after irradiation. A tumor control rate for each dose was obtained and used to calculate the 50% tumor control radiation dose, i.e., TCD_{50}. [Results] Tumors were positioned at either 3 different places of the same spread-out carbon beams or unmodulated plateau. The tumor growth delay time at each position was plotted as a function of the absorbed dose. The relative biological effectiveness of carbon-beams (i.e., RBE) was calculated by comparing doubling doses between carbon beams and γ rays. RBE of the unmodulated plateau was 1.4 and similar to that of RBE of the entrance position (ep), i.e., 1.5. The Spread-Out-Bragg-Peak showed larger RBEs than other positions; 1.8 for the proximal peak (pp) and 2.5 for the middle peak (mp). When tumor control probabilities were measured instead of the growth delay, both proximal and middle peaks showed identical RBEs, i.e., 2.2 (Fig. 2).
III-4-12. High-Density Excitation Effect by the Heavy-Ion Irradiation:
Track-Depth Resolved Dynamics of He Excimers in N-ion
Impinged Near-Liquid He

K. Kimura

A track scope which is composed of an imaging fiber-bundle, a cryostat, and a position sensitive photon-counter was developed to measure the depth-resolved luminescence spectra and its dynamics along the path of ion tracks. Results inform us dynamical behavior of excited states, namely, the information of the primary processes induced by ions with regard to various parameters such as the track-depth, ionic energy, velocity, stopping power, excitation density, and so on. These measurements may be regarded as the measurements of detailed dynamical Bragg curves for condensed matter and heavy ions.

Previously, we reported some new findings for a system of helium sample and α and N-ions: the second Bragg peak in the luminescence efficiency being ascribable to the charge exchange and direct forbidden transition; limiting of the excimer luminescences observed; enhancement of luminescence efficiency at the track termination. At present, we report the dynamics for the formation and quenching of helium excimers in the environment of an extremely high-density excitation. Figure 1 implies that the formation process should be ascribed to only one process. Based on previous results, this process can be ascribed to reaction (1) which produces radiative excimers by reactions of nonradiative triplet excimers, a.

\[ a + a + He \rightarrow d, D, J, H, A + 3He \] (1)

\[ d \rightarrow b + \text{photon} \] (an origin of luminescence) (2)

Depth-resolved specific luminescence, dL/dx, has a peak dependent on helium density but the peak position is fixed at a given excitation density (See Fig. 2). The increasing part in dL/dx with increasing excitation density could be explained by reaction (1). To explain the decreasing part, a following incomplete three-body reaction caused by an extremely high density excitation was proposed based on the kinetics.

\[ a + a + a \rightarrow \text{dissociative} \] (3)

Quenching of d by any reactions with a or other intermediates, which one may consider at first, was ruled out by kinetics. 4)

Fig. 1. Track-depth and density dependent luminescence spectra of N-ion irradiated helium illustrated in equal heights for d - b. a: at helium density of 0.02552 g/cm³; b, track depths from 0.8 to 5.3 mm. Intensities at wavelengths larger than 6500 Å are 10 times enlarged. GRCCM stands for the helium density.

Fig. 2. dL/dx vs. excitation density induced by N-ions and its helium density dependence.
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A principal radiation effect of the heavy-ion irradiation is the high-density excitation. In order to study the dynamics of excited states formed in the track, we have developed a technique for fast luminescence measurements, and a single-ion hitting and single-photon counting technique (SIPC). Since ion-pulses of ps widths are too difficult to be realized at present, a single-ion hitting is very powerful in a view of its negligibly short pulse-width. Figure 1 shows FASD (a fast secondary electron detector) which is a part of an equipment and can give a fast timing pulse of the ion penetration. An ensemble of the equipment composed of FASD, MCP-photomultiplier, CFD, TAC, ADC, and a computer is essentially the same as previously reported. A resolution was about 100ps at present, without a deconvolution.

Recently, photo- or electron irradiated BaF$_2$ has been found to show two luminescence peaks at 2200Å and 3100Å and the former peak was assigned to the Auger-free luminescence due to the transition from a 2P electron of F to an inner shell vacancy of Ba, 5P, which was reviewed in Ref. 2. Decay measurements on the Auger-free luminescence with various ion irradiations were reported by us). In this report, we show one of the recent results obtained by the decay analysis. The decay curve of the Auger-free luminescence can be decomposed into double exponents, as shown in the following Table 1.

![Diagram of FASD (a fast secondary electron detector)](image)

Table 1. Decay times of Auger-free luminescences.

<table>
<thead>
<tr>
<th>Type</th>
<th>Photon</th>
<th>$\alpha$</th>
<th>N$^-$, Ar$^+$, and Xe$^+$ ions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast</td>
<td>800ps</td>
<td>450ps</td>
<td>250ps</td>
</tr>
<tr>
<td>Slow</td>
<td>—</td>
<td>1100</td>
<td>820</td>
</tr>
</tbody>
</table>

All the ionic energies were 1.4MeV/amu.

decay times reported with the electron irradiation were from 600 to 800 ps, but these values are between those of photon and $\alpha$-particle. Also, luminescence yields for the ion irradiation were much lower than that for photon. We propose the following model, tentatively. The exponential decay indicates that the decay cannot be explained by second order decay processes such as recombinations of the 5P vacancy with excited or ionic states. Since the high-density excitation produces free (or quasi-free) electrons at high density around the Ba 5P vacancy, the Auger-free luminescence should compete with transitions from the free electrons. This model is expressed by following equations.

\[
\begin{align*}
\text{Ba}(5P)^+ + e_F & \rightarrow k_1 \rightarrow \text{Ba}(5P)^6 + \text{photons} & (1) \\
\text{Ba}(5P)^+ + e_{cb} & \rightarrow k_2 \rightarrow \text{Ba}(5P)^6 \rightarrow \text{nonradiat} & (2)
\end{align*}
\]

where $e_F$ and $e_{cb}$ stand for electrons in F-2P orbitals and in conduction bands (perhaps high Rydberg states), respectively. The time-dependent luminescence can be expressed as,

\[
I(t) = k_1 \left[ (5P)^+ \right] \exp \left[ - (k_1 + k_2 [e_{cb}])t \right] / (k_1 + k_2 [e_{cb}])
\]

At an early stage where $[e_{cb}]$ is high, the luminescence decays exponentially with a rate constant of $(k_1 + k_2 [e_{cb}])$. After annihilation of a large number of $e_{cb}$ through recombinations with F atoms of a high concentration, the rate constant turns to be $k_1$, which is that of the Auger-free luminescence.
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III-5. Instrumentation

1. A New Gas-Target Technique for Isomer-Search with Use of a Gas-Filled Recoil Isotope Separator

K. Morita, Y. Gono, T. Murakami, A. Yoshida, A. Ferragut, and Y. Zhang

A new gas-target technique has been successfully applied to the search for new isomers with use of a gas-filled recoil isotope separator.

A gas-filled type recoil separator, in general, has been used to collect isotopes, which are produced by nuclear reactions, with large efficiency and with short separation time for the spectroscopic study of unstable nuclei. Taking an advantage of the short separation time of the separator (typically a few 100 ns) we constructed a gas-filled recoil isotope separator at E1 experimental hall of the RIKEN Ring Cyclotron Facility, and performed delayed γ-ray measurements at the focal point of the separator to search for new isomers using inverse-kinematic fusion reactions.

In the experiment searching for isomers with a solid target (\(^{24}\text{Mg}\)) and beam (\(^{136}\text{Xe}\)) combination we found as a byproduct that a buffer gas of the separator, nitrogen gas, works as a target for the nuclear reaction. A reasonable amount of \(^{144}\text{Pm}\)-isomer, which was produced by the reaction \(^{136}\text{Xe}(^{14}\text{N},6\text{n})^{144}\text{Pm}\), was collected at the focal plane of the separator simultaneously with the \(^{152}\text{Dy}\)-isomer produced by the reaction \(^{136}\text{Xe}(^{24}\text{Mg},8\text{n})^{152}\text{Dy}\). Figure 1 shows an example of delayed γ-ray energy spectra obtained at the focal point of the separator for the \(^{136}\text{Xe}(\text{Ei}=7\text{MeV/u})\) induced reaction with a \(^{24}\text{Mg}\) target and with nitrogen buffer gas. Marked peaks in the figure are those from \(^{144}\text{Pm}\)-isomer and the others are mainly from \(^{152}\text{Dy}\)-isomers.

In the gas-target case, the target region is ranging widely and is not well defined as in the case of a solid target. The flight time distributes widely depending on the place where the isomers are produced. However a foil is placed at 1 m upstream of a catcher foil to limit the gas region so that only γ-ray from isomers can be detected at the catcher position. Therefore, this method is applicable to the search for isomers of shorter lifetimes (less than 50 ns) with large efficiency comparing with the solid target’s case.

This new gas-target technique enables us to use unique and a variety of beam-target combinations which are difficult to realize by using solid targets. For example, it is not easy to find a proper solid-target and stable beam combination to form a compound nucleus \(^{176}\text{Hf}\), while it is easy to find a \(^{40}\text{Ar}+^{136}\text{Xe}\) reaction if a gas-target is available.
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II-5-2. Refractory Element Production with GARIS/IGISOL


We have constructed a fast atomic-beam collinear laser spectroscopy system coupled with an on-line isotope separator GARIS/IGISOL at RIKEN to study nuclear properties of radioactive refractory elements. Hf isotopes, which are of a typical refractory element, were chosen for the first on-line experiment with this system. To produce radioactive Hf isotopes, use was made of an inverse kinematics of fusion reaction, \(^9\text{Be}(^{166}\text{Er},\text{xn})^{175-179}\text{Hf}\), and \(^{169}\text{Hf}\) was successfully extracted from the GARIS/IGISOL.

In a previous paper, it was pointed out that the transmission efficiency of GARIS depends strongly on the angular distribution of the recoil products. For recoil products having lower momentum, the efficiency of GARIS is further reduced by an energy loss and straggling caused by the multiple scattering with gas in the GARIS. Therefore, the inverse kinematics of a fusion reaction is useful to produce radioactive isotopes because the recoil products have narrower angular distribution, larger momentum, and narrower momentum spread.

An incident energy of the \(^{166}\text{Er}\) beam was 16.3 MeV/nucleon and the beam current was a few pA. A \(^9\text{Be}\) target of 30-\(\mu\)m thickness was placed at the target position. The GARIS was filled with a nitrogen gas of 10 mbar. The produced Hf isotopes were transported to and focused at the ion-guide chamber that was filled with a helium gas of 600 mbar. Singly-charged ions extracted from the ion-guide chamber were accelerated to 30 keV. The accelerated ion beams of the Hf isotopes were stopped with an aluminum foil and accumulated on its surface. After about 10-minutes accumulation, \(\gamma\) rays from the decay of Hf isotopes were measured, and the 492.9-keV \(\gamma\) rays from the decay of \(^{169}\text{Hf}\) \((\tau_{1/2}=3.26 \text{~m})\) were clearly identified. The observed yield of \(^{169}\text{Hf}\) was about 100 p/s for an \(^{169}\text{Er}\) beam current of 1 pA.

An expected yield of radioactive Hf isotopes with the GARIS/IGISOL is presented in Table 1. The observed yield was considerably smaller than the estimated one. There are several reasons for that: mainly, (1) the He-gas pressure (600 mbar) in the gas cell was too low to stop the whole \(^{169}\text{Hf}\) ions; and (2) the optimization of the GARIS/IGISOL was not made completely. We expect that the yield will be, at least, several times more by increasing the He-gas pressure. And the problems on the optimization will be solved in due course.

Table 1. An expected yield of radioactive Hf isotopes for the on-line experiment with GARIS/IGISOL.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Yield of Hf isotopes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^9\text{Be}(^{166}\text{Er},\text{xn})^{175-179}\text{Hf})</td>
<td>(5 \times 10^3)</td>
</tr>
</tbody>
</table>
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We constructed a collinear laser spectroscopy system connected with an on-line isotope separator GARIS/IGISOL to study nuclear properties of refractory elements. An extracted ion beam from the IGISOL is accelerated to 30 keV, mass-separated with an analysing magnet and transported to the laser spectroscopy system. The ion beam is neutralized with a charge exchange cell. The neutralized fast atomic beam crosses collinearly with a laser beam and is detected by means of the resonance fluorescence method. With this system, we carried out collinear laser spectroscopy of stable Hf isotopes. Laser ablation technique with a high power Nd:YAG laser was used to produce the Hf ion.

First, the neutralization efficiency of the charge exchange cell was measured. The central region of the charge exchange cell which contains high purity metallic sodium was heated with a tungsten filament and the both ends of the cell were cooled by circulating water to prevent the escape of sodium vapor. The incident Hf ion beam was neutralized by collision with sodium atoms. The neutralized Hf atoms were detected by means of a laser-induced fluorescence method using a transition from the ground state $5d^26s^2(3F_2)$ to the $5d^26s6p(3D_2)$ state. The relative yield of the produced Hf atoms was measured as a function of the temperature of the cell. The result is shown in Fig. 1. The relative yield of neutral Hf atoms gradually increased from 250°C and saturated above 380°C. A similar measurement for an Ar-ion beam was done using a transition from the $3d'(2G_7/2)$ state to the $4p'(2F_7/2)$ state in Ar$^+$. The relative yield of the remaining Ar ions was measured and the result was consistent with that for Hf. It has been confirmed that our charge exchange cell is working well for the collinear laser spectroscopy.

Figure 2 shows a laser-induced fluorescence spectrum of $^{180}$Hf where the temperature of the cell was 380°C. A small peak at the lower frequency side consists of fluorescence peaks of unseparated $^{179}$Hf and $^{178}$Hf isotopes. The full width at the half maximum (FWHM) of the peak is 1.5 GHz, which is too large to resolve the hyperfine structure or isotope shift. It seems that mainly the momentum spread of the ion beam due to the laser ablation has broadened the FWHM. A momentum transfer in the charge exchange reaction with sodium atoms is negligibly small. It seems that mainly the momentum spread of the ion beam due to the laser ablation has broadened the FWHM. The momentum spread could be reduced by placing a laser ablation ion source in a gas cell of the IGISOL.

In this experiment, collinear fast atomic beam laser spectroscopy for stable Hf isotopes was successfully done and we have confirmed that this system will have good performance for the laser spectroscopy of refractory elements. Improvement to achieve high resolution is under way.
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A 2\pi- parallel plate avalanche counter (PPAC) was constructed for the Coulomb excitation experiment of the unstable nucleus beam. This PPAC has a pyramid shape covering 2\pi solid angle for the scattered particles. The other type of PPAC which was used for the Coulomb excitation experiment of the stable nuclei was reported previously.¹

A photo of the PPACs is shown in Fig. 1. This detector consists of four independent two dimensional position sensitive PPAC. The sensitive area of each plane is an equilateral triangle with a 173mm base and a 122mm height. The electrodes were composed from two cathodes determining the position of x- and y-direction and an anode. They were placed 3 mm apart from one another in sequence of the y-cathode, the anode and the x-cathode from the inside to the outside. The y-cathode was made of a 2.5\mu m polyester foil on which 33 gold stripes were deposited to 80 \mu g/cm² in thickness. The anode was a 2.5\mu m thick polyester foil, on both sides of which 40\mu g/cm² gold was deposited. The x-cathode was made of a printed circuit which had 25 gold stripes. The width of stripes was 4.5mm with a 0.5mm inter-stripe spacing. All the contiguous stripes in the cathodes were connected each other with 1k\Omega chip resistors. The position detection was accomplished by the charge division technique for the charges induced on the cathode stripes by avalanche. Isobutane of about 7 Torr was used as a counter gas. The applied anode voltage was about 500 V.

The window of the PPAC was placed in the beam line to minimize the dead space of the sensitive area. The secondary target for the Coulomb excitation was set in the PPAC. Timing signals from four anodes were obtained through fast amplifiers (gain of about 300) and constant fraction discriminators. Sixteen position signals from eight cathodes were obtained through charge sensitive pre-amplifiers and shaping amplifiers with a time constant of 2 \mu s. These signals were analysed by CAMAC ADCs to construct the position spectra in the computer.

A position spectrum of the y-direction is shown in Fig. 2. This spectrum was taken without a collimator by placing an \alpha source of 241Am at the secondary target position. The 33 peaks corresponding to the 33 stripes of the y-cathode were well separated. Though FWHM of peaks were 0.8mm, the upper limit of the position resolution is 5mm as the stripes of cathodes were placed every 5mm with 4.5mm width.

This PPAC was successfully used in the Coulomb excitation experiment of the unstable nucleus beam at RIKEN Ring Cyclotron.²
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2) A. Ferragut et al.: This Report, p. 50.
III-5-5. The Effect of Heavy-Ion Irradiation on a 12-Strip Position-Sensitive Silicon Detector

M. Kurokawa, T. Motobayashi, T. Nomura, K. Morita, and A. Yoshida

Radiation damage of a silicon position-sensitive detector (PSD) was studied for the purpose to estimate the practical lifetime of the PSD in advance to the experiment. The characteristics of the PSD are shown in Table 1. The PSD is separated into 12 strips and is designed to detect the α particle from a superheavy nucleus. The surface p-type layer has resistivity and both ends of each strip are connected to pins for signal outputs. The charge generated by the deposition of an ion is separated into two ends through the resistive surface layer. The output charge is proportional to the inverse of the distance between a deposited point and an end of the strip. Thus the information on position along the length of one strip is determined by the ratio of the two charge signals, therefore the whole detector with 12 strips can be used as the two-dimensional PSD. The energy is given by the sum of these two signals.

Table 1. Characteristics of the position-sensitive detector.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective area</td>
<td>60x60 mm²</td>
</tr>
<tr>
<td>Thickness of wafer</td>
<td>400 µm</td>
</tr>
<tr>
<td>Dark current</td>
<td>0.1 nA (V_r=70 V)</td>
</tr>
<tr>
<td>Reverse voltage (totally depleted)</td>
<td>70 V</td>
</tr>
<tr>
<td>Thickness of dead layer</td>
<td>0.7 µm</td>
</tr>
<tr>
<td>Resistivity of p-type layer</td>
<td>3 kΩ</td>
</tr>
</tbody>
</table>

A 370 MeV $^{58}$Ni beam provided by RIKEN Ring Cyclotron bombarded a $^{58}$Ni target. The PSD was irradiated by elastically scattered $^{58}$Ni and fusion fragment $^{118}$Xe. The total flux injected into one strip depends on the strip due to the spatial distribution of the incident ions. After the irradiation, the reverse current and the energy resolution were measured for each strip.

Figure 1 shows the relation between the reverse current per unit volume of the detector and the fluence of irradiation. The open circles represent our data, and the closed ones the data obtained by 65 MeV protons. The reverse current increases with the fluence, showing clearly the effect of radiation damage. As seen in figure, the effect is determined linearly by the fluence (in a unit of Gy). The reverse current is greater for heavy ions than for protons when compared at the same dose.

In Fig. 2 the energy resolution for 5.5 MeV α particles is plotted versus the reverse current. A linear relation is obtained when the current is plotted by its square root. This relation gives a practical estimate of the effect of the damage during an experiment.

![Fig. 1. Relation between the reverse current and the dose for each strip (open circles) and PIN photodiodes (closed circle). The PSD and PIN photodiodes were irradiated by heavy-ions and protons respectively.](image1)

![Fig. 2. The energy resolution plotted versus the square root of the reverse current.](image2)
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III-5-6. Development of a Phoswich Detector for Identification of Charged Particles and $\gamma$ Ray


We have developed a phoswich detector\(^{1)}\) which applies to the $4\pi$ detector system to study the property of hot nuclei. Here we report the detector response for charged particles that are expected to play an important role in such heavy ion collisions of intermediate energies.

Particle identification in a BaF$_2$ scintillator can be achieved by the pulse shape discrimination technique\(^{2)}\) since a signal from the BaF$_2$ scintillator has two components: a fast component superimposed on a slow one. In our phoswich detector,\(^{1)}\) a fast plastic scintillator (NE102A) is attached in front of the BaF$_2$ crystal to measure the energy-loss of a charged particle passing through it. The data of the response of the phoswich detector for charged particles were obtained at UTTAC (University of Tsukuba, Tandem Accelerator Center).

Charged particles of $^1$H (22.0 MeV), $^2$D (22.0 MeV), $^{11}$B (31.7, 39.5, 54.5, 65.3 MeV), $^{12}$C (34.7, 39.7, 54.6, 65.5, 76.4, 80 MeV), $^{16}$O (39.6, 53.5, 62.4, 69.3, 98 MeV), $^{28}$Si (71.3, 79.6, 88.5, 118.9 MeV) and $^{35}$Cl (97, 106.7, 117.3, 122.2 MeV) were used. These ions were obtained from the elastic scattering on a gold target. The data of the response of the BaF$_2$ stand alone detector for heavy charged particles were also taken and compared with those of the response of the phoswich detector.

In Fig. 1 we plot the relations between the fast component ($L_{\text{fast}}$) and the total output ($L_{\text{total}}$) of elastic peak positions in the two dimensional plots: a) BaF$_2$ detector and b) phoswich detector with a 50 $\mu$m plastic scintillator. Relative gains of the two light outputs are arbitrary. Error bars on $L_{\text{fast}}$ of the phoswich detector represent the full width at the half-maximum in the elastic peak distribution.

![Fig. 1. Relations between the fast component ($L_{\text{fast}}$) and the total output ($L_{\text{total}}$) of elastic peak positions in the two dimensional plots: a) BaF$_2$ detector and b) phoswich detector with a 50 $\mu$m plastic scintillator.](image)

In the case of 100 $\mu$m, $^1$H and $^2$D lines overlap the $\gamma$-ray area. In the case of 200 $\mu$m and 500 $\mu$m, we could distinguish between $\gamma$-ray and light charged particles.

Figure 2 shows the relations between $L_{\text{fast}}$ and $L_{\text{total}}$ for light charged particles. In the case of 100 $\mu$m, $^1$H and $^2$D lines overlap the $\gamma$-ray area. In the case of 200 $\mu$m and 500 $\mu$m, we could distinguish between $\gamma$-ray and light charged particles.

![Fig. 2. Similar plots to those in Fig. 1 for various types of phoswich detectors. Values in parentheses represent the thickness of plastic scintillators.](image)
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T. Nakamura, S. Shimoura, T. Kobayashi, T. Kubo, N. Inabe, Y. Watanabe, K. Abe, I. Tanihata, and M. Ishihara

We have constructed and completed a magnetic spectrometer which is installed downstream of the radioactive beam line RIPS. The cross sectional view of the magnet is schematically shown in Fig. 1. The magnet forms one of the components of the spectrometer and detector system, as shown in Fig. 2, which aims at studies of structures of unstable nuclei through secondary reactions such as electromagnetic dissociation (EMD), \( p (\text{HI}, \text{HI'}) n \) reactions and \( d (\text{HI}, \text{HI'}) p \) reactions. For example, the soft giant dipole mode of \( ^{11}\text{Li} \) can be studied by reconstructing the invariant mass of \( ^{11}\text{Li} \) which is excited and is broken into \( ^{9}\text{Li} \) and two neutrons by END process. The magnet with a tracking counter gives us the momentum of \( ^{9}\text{Li} \) and the neutron-TOF counters which are the other main components of the system gives us the momentum of two neutrons, so that we can get the invariant mass of the excited states. The roles of the magnet are not only to analyze the charged reaction products, but also to sweep beams off from the neutron-TOF counters and to separate emitted charged particles from beams.

To get enough resolutions and separation for the experiments mentioned above, we determined the designed value of bending power \( B \cdot L \) for the magnet to be 1.3 T·m, which enables 80-A·MeV \(^{8}\text{Li} \) (magnetic rigidity of 3.94 T·m) to bend 20 degrees. The simulation tells us that we can get the resolution of invariant mass to be less than 200 KeV FWHM for the 80-A·MeV \(^{8}\text{Li} \) with the relative energy of 1 MeV decaying into \(^{9}\text{Li} \) and a neutron. Here, to make the simulation easier, we used the 2-body decay \((^{10}\text{Li} \rightarrow ^{9}\text{Li} + n)\) instead of the 3-body decay \((^{11}\text{Li} \rightarrow ^{9}\text{Li} + n + n)\) and neglected the effect of the multiple scattering and the energy loss in the target. As for the separation of charged reaction products, we estimated that the bending angle of 20 degrees is necessary.

The maximum field of the magnet was determined to be 1.5 Tesla and the size of the pole

---

Fig. 1. Cross sectional view of the analyzing magnet in the vertical direction.

Fig. 2. Detector system for secondary nuclear reaction experiments. SF2, Scintillator at F2; SBT1 and SBT2, Scintillators before a target; WC1, MWPC’s before a target; WC2, MWPC’s after a target; SAT, Scintillator after a target; DC, a drift chamber; HAT, hodoscopes for charged particles; Neut, hodoscopes for neutrons.
was determined to be 85 cm in length and 70 cm in width to satisfy the required bending power. To accept forward emitted neutrons sufficiently, the shape of the magnet was determined to be of a C-type and the gap height to be 25 cm. The size of the gap allows us to get the vertical acceptance of 200 mrad which is larger than the acceptance of 190 mrad limited by the neutron counters when they are positioned 5 meters downstream from the target. For emitted charged particles, the acceptance is limited by the size of the drift chamber to 140 mrad which is also less than the above value.

The measurement of magnetic fields is now in progress. The maximum field was measured to be 1.59 T by the NMR probe, which satisfies the designed value.
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III-5-8. Experimental Set-Up for Measuring the Proton Scattering by Secondary Radioactive Beams


High intensity secondary beams in the RIPS provides a possibility of spectroscopic study of unstable nuclear reactions. Here we present a method for scattering measurement of a reaction between a radioactive nucleus and proton with a reversed kinematics.

Figure 1 illustrates the detector arrangement.

Fig. 1. Schematic representation of the experimental set-up for measuring scattering cross sections of the \(^{9,11}\text{Li} + \text{p}\) system.

The telescope B located upstream of the target provided information about beam profiles and it was composed of one plastic scintillator and two MWPCs. Both X and Y coordinates in two MWPCs provided not only the position of a beam particle at the target, but also provided the incident angle of the particle. The telescope L consisted of two fully depleted silicon detectors with active area of \(45 \times 45\) mm and thickness of \(3\) mm, one MWPC, two plastic scintillators with \(100 \times 100\) mm area and \(10\) mm thick, and also two plastic scintillators with the same area but \(25.4\) mm in thickness. Incident \(^{11}\text{Li}\) and \(^{9}\text{Li}\) beams are stopped in the third and the second scintillators, respectively. The MWPC in this telescope measured the angles of scattered particles arising from the nuclear reactions as well as incident beam. The telescope P, which was for detecting recoil protons on the elastic scattering kinematics, consisted of a silicon strip detector, three Si detectors, and two plastic scintillators. The silicon strip detector was to measure the scattering angle of recoil protons. Although it was \(48\) strips of \(1\) mm interval, two adjacent strips were connected for read out. The position resolution was therefore \(2\) mm. The recoil angles between \(55^\circ\) and \(80^\circ\) were covered by this telescope. Figure 2 shows angular distribution spectrum corresponding to each strip detecting recoil protons by \(^{11}\text{Li}\) nucleus. Kinematics for the \(^{9,11}\text{Li} + \text{p}\) system in which the projectile is heavier.

Fig. 2. Angular distribution spectrum for the \(^{11}\text{Li} + \text{p}\) system detected by the separate read out of \(24\) strips. A wide range of angle in each strip is attributed to spreading out of incident beam. Density of dots corresponds to the angular cross section.
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than the target shows that the energy of recoil protons varies significantly with recoil angles. Protons stop by turn in the telescope \( P \) detector stacks according to their recoil energy. Further information on other reaction channels, such as those of break-up and transfer, was acquired by the telescope \( T \), which was composed of one strip and two silicon detectors. The telescope \( T \) covered the scattering angles between \( 15^\circ \) and \( 25^\circ \). The read-out of this strip detector, contrary to that in telescope \( P \), was a resistive charge division.
We are planning to measure the sub-barrier fusion cross section for the unstable neutron-rich Al isotopes $(A=27'-'33)$ plus $^{197}$Au system. We pay special attention to a role of excess neutrons, which may be dynamically polarized against core nucleus in the collision, transferred easily to the target nucleus, play a role as glue between colliding nuclei and then facilitate a fusion. This experiment will be done by using the RIPS facility in Nov. '91. Al isotopes are produced by bombarding $\sim 95$ MeV/u Ar beams on a Be production target, mass separated and introduced to the second focus point (F2). Their energy is, however, about 50 MeV/u which is too high for a sub-barrier fusion reaction. So we need to make their energy about ten times smaller. In that case, the effects of energy straggling and multiple scattering will become large, so that we had to know the emittance of the low-energy Al secondary beam at the experimental target position (F3) beforehand.

This time, we measured the purity and the emittance of $^{33}$Al beam which is the severest case of neutron-rich Al isotopes. The primary beam $^{40}$Ar$^{+17}$ ($E(\text{Ar}) = 94 \text{ MeV/u}$) was bombarded to the production target Be, 3mm in thickness, and $^{33}$Al were produced, separated and introduced to the F2 position. The center value of its energy was 53 MeV/u. And its yield was 280 cps/pnA with F1 momentum slit $\Delta p/p = 1.1\%$, F2 slit $= \pm 10\text{mm}$. We installed two energy degraders just after the F2 position. One was a rotatable Al plate whose effective thickness is 1.8 mm. And the other was a plastic scintillator whose thickness is 1mm, and this was used as a start counter for the TOF measurement between the cyclotron RF and F2 plastic transit signal. The transport efficiency from F2 to F3 was 45%. The energy distribution of $^{33}$Al was $5.4 \pm 1.2 \text{ MeV/u (fwhm)}$ which is shown in Fig. 1. The energy dependence of the beam spot size and the angular emittance of the $^{33}$Al beam at F3. There was a little mixing of isotope $^{36}$P.

![Fig. 1. The energy distribution of the decelerated $^{33}$Al beams at F3. There was a little mixing of isotope $^{36}$P.](image)

![Fig. 2. The energy dependence of the $^{33}$Al beam spot size at F3.](image)

![Fig. 3. The energy dependence of the $^{33}$Al beam divergence at F3. This measurement was done by using a pair of PPACs which were installed at intervals of 460 cm.](image)
distribution at F3 is shown in Figs. 2 and 3. Concerning the $5 \pm 0.5$ MeV/u energy region, which corresponds to the sub-barrier fusion excitation energy region of the Al + Au system, the beam spot size was $X = 20$ mm, $Y = 16$ mm and the angular distribution was $\theta = 8$ mrad, $\phi = 26$ mrad (fwhm values).

In the main experiment, we are expecting to use a stack of Au thin multi targets (25 foils) whose thickness is 150 ug/cm$^2$ with Mylor 50 ug/cm$^2$ backing of $22 \times 28$ mm in size. From this result, about 10% of Al isotopes which is passed through the F2 slit will be used on the first Au target.
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The first focal plane (FP-1) of the SMART spectrograph\(^1\) has a characteristic of large angular and momentum acceptance (\(\Delta \Omega = 20 \text{msr}\) and \(\Delta p/p = \pm 17\%\)) with a medium energy resolution \((p/\Delta p = 3000)\). The detector system for the FP-1 is required to be able to reconstruct trajectories with a high precision since the focal plane is inclined by 70° with respect to the central orbit while the arrangement of detectors is restricted by the size of a detector box. The present system consists of two sets of multi-wire drift chambers (MWDC) and a plastic-scintillator hodoscope. Each MWDC has a structure of \(X' - X - Y' - Y\) to resolve left-right ambiguities. The hodoscope is segmented by 14 in horizontal direction and by 7 (later increased to 14 for the \(^3\)He measurement) in vertical direction. All detectors have a sensitive area of \(84 \times 42 \text{ cm}^2\) and thus the momentum acceptance is currently limited to \(\pm 12\%\).

A diagnostic study has been made by using elastically scattered deuterons from a gold target at \(E_d = 140 \text{ MeV}\). Some empirical properties of the FP-1 were obtained and were compared with calculations based on the magnetic field data.\(^2\) It was found that the angular acceptance was slightly reduced for high momentum particles. Little information was obtained on vertical angles due to poor resolution. In the present setup, the multiple scattering by the entrance window of the detector box and by the air restricts the energy and angular resolution dominantly.

A problem of the detector system was the unstable operating condition of MWDCs. It was greatly improved by changing the preamplifier and discriminator from the KEK-VENUS system to LeCroy 2735DC. But the weak electric field caused by the large drift space (13mm) still deteriorated the detection efficiency and the position resolution. By changing the thickness of anode wires from 20\(\mu\)m to 30\(\mu\)m, by optimizing the operating gas mixture and by applying negative high voltages to the field shaping wires, the drift-time-to-distance relation and, consequently, the position resolution were remarkably improved. The efficiency, however, was kept at an unsatisfactory level.

A major subject using the FP-1 is the measurement of the \((d, ^3\text{He})\) reaction.\(^3\) The large angular and momentum acceptance, combined with the medium energy deuteron beam provided by the RIKEN Ring Cyclotron, greatly enhances the detection efficiency of the \(^3\)He, two protons coupled to the \(^1\)S\(_0\) states. The detector system, however, causes some inefficiency in resolving trajectories of two protons. The efficiency has been estimated by the newly developed Monte Carlo code, which can fully take account of the properties of the FP-1 and the detector system, various types of reaction dynamics and the three-body relativistic kinematics. The code also provides other information valuable for diagnostic studies, as well as continuum spectra arising from quasi-free knockout reactions or from accidental coincidences by the inclusive breakup. Figure 1 shows an experimental \(p-p\) relative energy spectrum as an example compared with the Monte Carlo calculation based on the Migdal-Watson formalism.

---

**Fig. 1.** A \(p-p\) relative energy spectrum for the \(^{12}\text{C}(d, ^3\text{He})^{13}\text{B}_{\text{gad}}\) reaction at \(\theta = 0^\circ\) with \(E_d = 260 \text{ MeV}\).
Focal-plane detectors are being developed which are to be used for the LSR second focal plane of SMART. Requirements for the detectors are as follows. The detection region is 50 cm in the x direction (the momentum dispersion direction) and 10 cm in the y direction (the angle direction). The position resolutions should be better than 0.5 mm FWHM in both x and y directions. The counting rate should be 10 k cps, and the particle identification should be made up to Ne.

The detector system consists of two drift counters and two plastic scintillators. They are all arranged perpendicularly to the beam. The two sets of gas detectors are placed with a distance of 55 cm. Between the two proportional counters there is the second focal plane which is inclined by an angle of 70 degrees with respect to the beam-axis. The two plastic scintillators, put together, are placed a little behind the second counter. Two plastic scintillators are needed to reduce the back grounds.

The position information in the x direction was obtained by the two IG ways discussed later with the proportional counters. The position information in the y direction is given by the drift time measurement with the proportional counters and the plastic scintillators.

The two kinds of drift counters were developed to meet experimental demands on the second focal plane of SMART. One is a single wire drift counter (SWDC), and the other is a cathode read-out single wire drift counter (CRDC). The x position resolution with the 50 cm SWDC is expected to be about 0.5 mm FWHM, and the one with the CRDC to be about 0.3 mm FWHM. R Since the SWDC has been used extensively, the SWDC was fabricated first and used for testing the large drift distance.

Figure 1 shows a cross-sectional view of the SWDC for the second focal plane of SMART. It has a hybrid structure of two proportional counters and a common drift space. The proportional counters consist of a resistive wire to read out position information in the x direction, and a tungsten wire to read out ΔE information. The resistive wire made of 15 KΩ nichrome is 17.5 μm in diameter and 55 cm in length. The gold gilded tungsten wire is 12.5 μm diameter and 55 cm in length. The field wires are placed at intervals of 1 cm on both sides of drift space. A uniform parallel electric field in the drift space is formed by providing certain voltages to each field wire.

The position information in the x direction is obtained by using a charge division technique. The position information in the y direction is given by measuring the drift time of electrons from the incident point to the ΔE wire. Start and stop signals are obtained with the plastic scintillators and the ΔE wire, respectively.

The voltages applied to the nichrome wire, the tungsten wire, the drift plate and the grid are 1900 V, 1700 V, -3000 V, and 0 V, respectively. The counter gas is a mixture of 70% Ar and 30% CH₄ at atmospheric pressure. The electric field is 300 V/cm. Under this condition, the drift velocity is relatively constant as a function of voltage.

The test of the y position resolution was performed with the SWDC. The SWDC was set on the focal plane of the QDD magnetic spectrograph and tested with a faint proton beam of 30 MeV from the SF-cyclotron at the Institute for Nuclear Study (INS), University of Tokyo. The two identical slit plates were prepared to get a small beam width. Each plate has slits of 0.2 mm and 0.5 mm width with a distance of 5 mm. The two slit plates were placed just before and behind the detector. The obtained y-position resolutions were 0.4 mm FWHM. It is good enough to use for the second focal plane of SMART.

The SWDCs have been extensively used on the second focal plane of SMART for tuning the spectrograph and also testing the study of heavy-ion induced charge exchange reactions.
All the spectra on the second focal plane of the SMART were obtained with these detectors so far.

The second detector, a CRDC has been developed so as to provide a higher position resolution in the x direction and a higher counting rate capability, and to detect possibly multi-particle events. Figure 2 shows a cross sectional view of the detector. It has also a hybrid structure of a drift space and a proportional counter. The wire of the proportional counter, which is a gold gilded tungsten wire, is 12.5 mm in diameter and 55 cm in length. The detector has 60 cathode strips with the area of $20 \times 7.5 \text{mm}^2$ along the proportional wire in the proportional counter. The distance between the strips is 0.5 mm. Each strip is followed by an independent charge-sensitive pre-amplifier, which is enclosed in the detector box to reduce the noise level.

The wire in the proportional counter provides not only $\Delta E$ information but also $x$-position information by inducing charges to the cathode strips. The position in the x direction is obtained by determining the center of gravity of charges induced on each strip. The method of determining y-position is the same as that of SWDC.

The beam test was performed with a faint proton beam of 30 MeV from the SF-cyclotron at INS, since the beam spot on the second focal plane of SMART is not small enough to test the position resolution of the CRDC. The CRDC was placed on the focal plane of the QDD spectrograph, where a smaller size CRDC was used to fit in the focal plane of the QDD spectrograph. The counter gas used is a mixture of Ar 70% and CH$_4$ 30% at atmospheric pressure. The drift-plate voltage is $-3000$ V, the same as the SWDC, and the voltage for the anode wire is 1980 V. The obtained $x$-position resolution was 0.22 mm FWHM, which is shown in Fig. 3.

The deterioration in $x$-resolution is not tested as a function of drift distance and also of counting rate. These tests are under way.
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III-5-12. Performance Test of SMART Neutron Detectors


The SMART system is equipped with neutron detectors for neutron time-of-flight measurements. These detectors, 20cm in diameter and 5 cm in thickness, have been tested with a 210MeV proton beam in the course of performance tests of the SMART system during the fall run in 1991.

Figure 1 shows an energy spectrum of monochromatic neutrons emitted from the $^7\text{Li}(p,\text{n})^7\text{Be}$ reaction at 0 degree over a flight path of 10 m. Energy per bin was 1MeV. The neutron threshold is estimated to be 25 MeVee. The overall time resolution was 500ps.

The thickness of the NE213 liquid scintillator is much smaller than the range of recoil protons produced in the detector. Thus, it is important to measure the response functions of the detector to neutrons in the energy region of interest. White neutrons were produced for this purpose by bombarding a thick aluminum block by 210MeV protons. Energy spectrum for neutrons emitted from the $^{27}\text{Al}(p,xn)$ reaction is presented in Fig. 2. The response functions for monochromatic neutrons were obtained by applying the TOF gates on light-output spectrum. Representative response functions thus obtained are illustrated in Fig. 3 for neutrons in the energy ranges $E_n = 60-70\text{MeV}$ and $170-180\text{MeV}$. The thickness of the present detector did not affect reliable detections of energetic neutrons.
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Deposition energy and its straggling of heavy-ions in Si detectors of 50, 100, 200, 500, 1000, 2000, and 3000 μm in thickness are measured by using ion beams of 95MeV/u 40Ar, 135 MeV/u 12C, 135 MeV/u 14N, and 100MeV/u 18O from the RIKEN Ring Cyclotron. The experimental results are compared with the theoretical energy losses and the theoretical Bohr's widths.

An example of a silicon detector stack used to measure the energy loss straggling of heavy ions is shown in Fig. 1. The stack consists of several silicon detectors. Experimental results of the energies deposited in Si detectors and their fluctuations are summarized in Table 1. Only data obtained from the first detector in each stack are shown in the table in comparison with theoretical values, since preceding materials might produce some effects on the energy deposition in the following detectors. The values of the energy deposition in the Si detectors are in good agreement with theoretical ones within the uncertainty of about 10%. On the other hand, the agreement between the distribution widths and the theoretical ones is not so good. To make the correction of thickness nonuniformity in detec-
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Table 1. Comparison of the theoretical and experimental energy losses and FWHMs for 40Ar, 12C, 14N, and 18O ions in silicon detectors.

<table>
<thead>
<tr>
<th>Particle and Energy</th>
<th>Thick. Angle</th>
<th>Vavilov</th>
<th>Energy Loss (MeV)</th>
<th>FWHM (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40Ar 95MeV/u</td>
<td>51.5 0°</td>
<td>6.8</td>
<td>22.37 22.73 0.984</td>
<td>1.64 1.28 1.28</td>
</tr>
<tr>
<td>101.8 0°</td>
<td>13.5</td>
<td>47.33</td>
<td>45.55 1.039</td>
<td>1.85 1.81 1.09</td>
</tr>
<tr>
<td>100.7 0°</td>
<td>13.5</td>
<td>46.40</td>
<td>45.55 1.019</td>
<td>1.98 1.81 1.02</td>
</tr>
<tr>
<td>201.3 0°</td>
<td>27.0</td>
<td>89.19</td>
<td>91.50 0.975</td>
<td>3.05 2.55 1.20</td>
</tr>
<tr>
<td>202.9 0°</td>
<td>27.0</td>
<td>89.37</td>
<td>91.50 0.975</td>
<td>2.92 2.55 1.15</td>
</tr>
<tr>
<td>12C 135MeV/u</td>
<td>958.0°</td>
<td>8.6</td>
<td>37.58 39.83 0.944</td>
<td>2.08 1.90 1.09</td>
</tr>
<tr>
<td>2068.0°</td>
<td>17.1</td>
<td>79.55</td>
<td>80.38 0.990</td>
<td>3.54 2.69 1.32</td>
</tr>
<tr>
<td>2016.0°</td>
<td>17.1</td>
<td>77.03</td>
<td>80.38 0.958</td>
<td>3.58 2.69 1.33</td>
</tr>
<tr>
<td>14N 135MeV/u</td>
<td>498.9 5°</td>
<td>5.8</td>
<td>24.08 27.12 0.888</td>
<td>1.61 1.57 1.03</td>
</tr>
<tr>
<td>498.9 5°</td>
<td>5.8</td>
<td>24.11</td>
<td>27.01 0.893</td>
<td>1.84 1.57 1.17</td>
</tr>
<tr>
<td>3089.0°</td>
<td>5.8</td>
<td>35.0</td>
<td>155.5 167.0 0.931</td>
<td>4.13 3.85 1.07</td>
</tr>
<tr>
<td>18O 100MeV/u</td>
<td>3130.0°</td>
<td>71.6</td>
<td>271.5 276.2 0.983</td>
<td>5.51 4.39 1.25</td>
</tr>
</tbody>
</table>
tor, the spatial distribution of thickness in each detector was measured by the aide of a 2-dimensional position sensitive detector. The result shows that the thickness variation for a 50μm or 100μm thick detector is ±1μm and for a 3000μm thick detector ±5～10μm. Even if the correction for such a thickness variation is made, the ratios of the distribution widths experimentally obtained for the 0° incidence to the theoretical one are ranging from 1.0 to 1.33. This is caused by the fact that ions incident at small angles ( < 0.2°) to the crystal axis or plane of a Si crystal exhibit an anomalous energy loss rate and energy loss width, and for ions incident to the peripheral region (0.2° < θ < 1.5°) only the energy loss width is deteriorated. If the incident angle of ions is different from such axis and planes, the distribution width should not show the variation as in the case of the normal incidence. As expected, the distribution widths measured by the ion beams with an incident angle of 5° showed a good agreement with the Bohr’s theoretical values within an error of 7%. Therefore, it is necessary to select the data free from a channeling effect of ions in a Si crystal, when we compare the observed values of the energy loss straggling with those predicted by the theory.2)
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III-5-14. Mass Resolution Measurement of a Cosmic-Ray Heavy Ion Telescope

T. Kohno, C. Kato, T. Imai, A. Yoneda, and K. Munakata

A cosmic-ray heavy ion telescope having a very large geometric factor is going to be put into a geosynchronous orbit on board the Engineering Test Satellite (ETS-VI) in 1993. The observation of elemental and isotopic abundance of galactic cosmic rays (GCR) and solar energetic particles (SEP) from Li to Fe nuclides is our final purpose. We use a $\Delta E \times E$ method for the particle identification.

We already have repeated many tests of individual detectors such as energy detectors and two-dimensional position sensitive detectors using heavy ion beams from RIKEN Ring Cyclotron so far. The flight model of the telescope is already manufactured and in test phase now.

In addition to obtain the characteristics of each detector, it is also very important to check the basic ability of the overall telescope itself. Therefore we tried to measure the mass resolution of the flight model telescope using the Ring Cyclotron.

The cross sectional view of the telescope is shown in Fig. 1. The total thickness of Si for the vertical incidence amounts to 28.2 mm except the last veto detector. The beam used was $^{16}$O with an energy of 135 MeV/nucleon whose range in Si is about 17 mm. Therefore the beam stopped in the fourth Si(Li) detector. We set a thin (200$\mu$m) mylar film at the end of the vacuum tube and guided the beam from vacuum to the atmosphere through the film. The block diagram of the telescope system is shown in the reference. The data acquisition system of the real observation in space allows only one particle input per 4 seconds because the counting rate in space is very low except the case of huge solar flare events. Hence we added a special circuit to process quickly the digital data coming from the ADC independent of the clock of the satellite telemeter system. The digital data after the ADC were transmitted through an optical fiber of 50m length wired from the beam site to the measurement room.

We analyzed thus obtained list mode data by the method based on a $\Delta E \times E$ method (see Ref. 6 for detail). In Fig. 2 we show one example of the mass resolution for $^{16}$O with energy of 135 MeV/nucleon. This histogram was obtained by using the detectors from the first PIN to the second Si(Li) for the $\Delta E$ detection and those detectors from the third to the fourth Si(Li) for the residual $E$ detection. The resultant mass resolution for this measurement was 0.6 amu in FWHM. This value is about 20% larger than the value obtained by the numerical simulation. The main reason of this broadening is due to the larger energy straggling in the detector than that expected from the Bohr's equation used in the
The value of 0.6 amu, however, is tolerable for our current purpose in the space observation.
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It is frequently encountered in the experiment and control of the accelerator that events are needed to be processed concurrently. A transputer is a microprocessor which was developed as a parallel—processor by INMOS, and executes programs written in a parallel process language or OCCAM. The transputers T414 and T425 have a 32 bits multiplexed data and address bus, 2 to 4 Kbytes on-chip static RAM for the high speed processing, a configurable memory interface to allow the use of a variety of external memory types, and four pairs of serial communication links. T800 has a 64 bits floating point unit in addition to the above—mentioned functions and is pin—compatible with T414 and T425.

A block diagram of the transputer board is shown in Fig. 1. There is no ROM for monitoring the board, but a 4 MB RAM (4×1MB dynamic RAM module THM81000AS) for downloading a system program from a host computer PC—9801. Since a refresh circuit for the dynamic RAM is built in the transputer, 20 bits addresses are separated into the row and column addresses and selected with each appropriate timing. Address bit-2 to 10 and bit-20 are selected by the high level of MS2 (Memory Strobe signal 2) and latched as 10 bits row address of the dynamic RAM with the falling edge of MS1. Address bit-11 to 19 and bit-21 are latched with the falling edge of MS0 and passed to the RAM as 10 bits column address during the low level of MS2. MWB0 to 3(four byte—addressing write strobes) write each byte of the single data word (32 bits) into the four dynamic RAM modules.

The four bi—directional serial links provide synchronized communication between processors and with the outside circuits. Each link comprises an input channel and output channel. The link 0 of the transputer is connected to the channel of a link adapter C012 which converts bi—directional serial link data into parallel data bus. The transputer is not directly addressed by the PC—9801. The lower data byte D0—D7 on the external bus of the PC—9801 is fed to the bus of the link adapter through a transceiver 74LS245.

5MHz clock is supplied on the ClockIn inputs of the transputer and the link adapter by a quartz oscillator SG531. Both chips operate at the high frequency internal clock 20MHz derived from this ClockIn.

The circuit test is performed by running TDS2(Transputer Development System II) which was developed by INMOS. The TDS2 comprises an integrated editor, file manager, compiler and debugging system which enables transputer to be programmed in OCCAM or in another industry standard language such as a language C. The transputer can be bootstrapped either from a link or from external ROM. As the BootFromRom input of the transputer is con-
nected low, the transputer is booted from the
channels of the link0 after Reset is taken low,
and TDS2 is loaded on the RAM of the tran­
sputer board. When TDS2 runs on the board, the
transputer becomes a master, and the PC-9801 a
slave. The basic I/O operations of the transputer
are performed by a server program running on
the PC-9801. It is found that the transputer on
the board works well as a single transputer.
Since TDS2 supports a transputer network, a
multiple transputer system can be constructed by
addition of new modules of a small size which
consists of only a transputer, static RAM and
some logic ICs. Ability of the transputer will be
found in view of parallel processor by this sys­
tem.
A low-energy radioactive isotope (RI) beam channel "SLOW" has been constructed at RIKEN Ring Cyclotron Facility (RRC), intended not only to study the emission mechanisms of various stable and unstable isotope ions with low-energy from a characterized surface of the primary target, but also to generate useful secondary RI beams for surface physics.\(^1\)

The layout of the new beam channel is illustrated in Fig. 1. The thermal energy ions directly emitted from the target are extracted by an electrostatic lens and then separated on-line by a double-focussing mass spectrometer consisting of an electrostatic toroidal bender and a magnetic dipole bender. The whole electrostatic components are contained in ultra-high vacuum vessels to control the surface condition of the primary target.

In the commissioning experiment the mass spectrum of the emitted ions from a hot tungsten target was observed both during and after the irradiation of the target by \(^{40}\)Ar beam of 95MeV/A from RRC. The magnetic field was scanned at a rate of 16min per whole mass range. Typical mass spectra are shown in Fig. 2, where the target temperature was 2040K and the acceleration voltage for the ion extraction was 1kV. The spectrum taken in the beam-on period (Fig. 2a) shows several broad peaks possibly corresponding to alkaline ions (Na, K, Rb), alkali-earth ions (Mg, Ca), rare-earth ions (Sm, Eu, Tm) and other metal ions (Ga, In, Tc). Some additional peaks (Ca, Ba, Ta/W) are present in the spectrum (Fig. 2b) taken just after the termination of the primary beam. Note that the observed peaks may include those corresponding to the long-lived isotopes slowly accumulated in the target to diffuse out of the surface. The background spectrum (without primary beam) was measured at 1,920K and only two peaks were observed near the mass numbers of 23 and 39. The detailed analysis is still in progress.
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Soft X-ray emission spectroscopy is one of the powerful tools to investigate chemical bonding states of matters. Chemical effects are greatly enhanced on structures of X-ray satellites arising from multiply ionized states when high energy heavy ions are used for excitation. We have developed a high-resolution soft X-ray spectrometer suitable for the particle (ion) induced X-ray emission (PIXE) method. We report here on the design and evaluation of a prototype of this spectrometer.

Target materials were bombarded with He\(^+\) or N\(^2+\) ions produced by RILAC. X-rays emitted from the target were diffracted with a plane single crystal and detected by a windowless position-sensitive detector. Figure 1 shows a schematic construction of the detector. The photodiode array was a row of 1024 silicon photodiode sensor elements. Center-to-center spacing and height of the elements were 25\(\mu\)m and 2.5mm, respectively. To reduce dark signals caused from thermal noise, the array was cooled with a Peltier thermoelectric device which was in thermal contact with a cold finger. Dark signals, which were around 700 cps/channel at 24°C, were reduced to 3.5 cps/channel at -18°C.

Figure 2 shows an Al K\(\alpha\) spectrum, for a 0.3 mm thick Al metal, induced by the 15MeV N\(^2+\) impact and analyzed with an ADP crystal after subtraction of the background dark signals. The diagram line of K\(\alpha\) and its satellites emitted from multiply ionized states were well resolved. Moreover, fine structures in the satellites, e.g. \(\alpha_6\) and \(\alpha_8\), were easily distinguished. FWHM (full width at half maximum) for the Al K\(\alpha_{1,2}\) peak at 1487 eV estimated from this spectrum was 1.5 eV; a reasonable value considering geometrical factors such as X-ray source width and spatial resolution of the detector. Reproducibility of the measurement was assured to be less than 0.1 eV for peak energies, and less than 6% for peak intensities relative to the strongest peak.

By using an RAP analyzing crystal, the spectrometer was also tested for X-rays of energies less than 1 keV by measuring Fe L X-ray spectra induced by the 5 MeV He\(^+\) and 15 MeV N\(^2+\) impacts. FWHM of Fe L\(\alpha_{1,2}\) for metallic Fe was 4.2 eV for both He\(^+\) and N\(^2+\) induced spectra. The observed intensity ratio of Fe L\(\beta\)/FeL\(\alpha_{1,2}\) was much higher for Fe\(_2\)O\(_3\) than for metallic Fe. The satellites arising from multiply ionized states appeared prominently when heavy ions, i.e. N ions in the present study, were served for excitation. Intensities of the satellites were greatly enhanced in the spectrum for Fe\(_2\)O\(_3\) compared to metallic Fe. This type of spectrometer is potentially useful for the chemical state analysis by PIXE.

References
III-5-18. Detection of Liquid Xe Scintillation from Heavy Ions Using Si Photodiodes and Photomultipliers


Liquid xenon (LXe) is a good scintillator for the radiation detection and will be possibly used in nuclear and particle physics in near future. The critical factors for detection of LXe scintillation photons are the reflection of the scintillation light (170nm) on walls and the light attenuation in the liquid. To investigate these factors, we have measured the light intensity as a function of the distance between the incident position of heavy ions and the photodiode (PD) as a photon detector. Also the decay times of the scintillation from the LXe excited by heavy ions have been preliminarily measured with a single photon counting method.

The apparatus is a double vacuum chamber shown in Fig. 1, the inner is a container of LXe and the outer is for thermal insulation. The effective length of the chamber is 65cm. The chamber has seven beam windows which are separated by 10cm from the neighbors along its length. Four trapezoidal flat mirrors for vacuum ultraviolet photons are installed in the inner chamber and form a tapered reflector cell. The areas of the cross section are $3.7 \times 3.7 \text{cm}^2$ and $2.4 \times 2.4 \text{cm}^2$ at the respective end. Two PDs are placed at the both ends of the cell. The incident ions entered and stopped in LXe after passing through a Mylar or Ti window of the beam line, about 10cm air, and then the chamber windows (a 40microns Havar foil and a 200microns SUS foil). A thin (100microns) plastic scintillator was sometimes used to obtain a beam trigger. The ions used were 135MeV/n C and N, 100MeV/n O and Mg, and 95MeV/n Ar from RIKEN Ring Cyclotron.

Xe gas was purified by passing through an Oxisorb purifier and molecular sieves (4A) with a flow rate of 5 l/min and then liquefied in the chamber. The LXe temperature was kept at $-75^\circ\text{C}$ with dry ice. Surface-barrier type Si PDs made at Waseda University were used as photon detectors. A mesh-type gold electrode is used to ensure a good transparency of the surface for 170 nm photons. Charge signals from the PD were processed with preamplifiers, shaping amplifiers (peaking time of 1 microsec), and ADCs. The decay time measurement was carried out by a single photon counting method\textsuperscript{10} with photomultiplier using a mall test chamber.

From the dependence of the light intensity on the distance between the incident position of heavy ions and the PD, the effective attenuation length of about 10cm was obtained for the scintillation in LXe. This value includes the geometric factor (solid angle), the reflectivity of the mirrors, the light attenuation length of the LXe.

* Massachusetts Institute of Technology.
itself. The mirrors used were essentially designed for vacuum ultraviolet photons in vacuum. However, the refractive index of LXe is much larger than unity (about 1.7) and the optics is considerably different from that in vacuum. Therefore, the obtained small effective attenuation length may be due to the low reflectivity of the mirrors.

The decay time was measured for 100 MeV/n O ions. From the preliminary analysis, two decay components were found, the decay times of which are 17nsec and 95nsec. The former decay time may correspond to the triplet state of excited Xe molecules and the latter to the slow recombination of ions and electrons produced by incident heavy ions.
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A general description of the data acquisition system at the RIKEN Ring Cyclotron is given elsewhere.\(^1,2\) In this report, we will describe the recent modification of the system. Figure 1 shows the overview.

(1) On-line data acquisition system
Currently, seven Micro VAX’s are used for the on-line experiments of the Ring Cyclotron. The node names and locations are:
- RIKMV1: Micro VAX II (IF)
- RIKMV2: Micro VAX II (IF)
- RIKMV3: Micro VAX II (Linac)
- RIKMV4: Micro VAX II (B2F RIPS)
- SMART: VAX Station 3520 (B2F SMART)
- SMARTF: VAX Server 3300 (B2F SMART)
- TKYV58: VAX Station 3200 (B2F RIPS)

We can perform independent measurements and counter tests without interference. The current version of the data-taking program supports the multi-crate parallel-readout using multi-J11’s (Starbursts). The throughput of the data taking is increased by using these parallel readout features. The problem in the DMA transfer of VAX Station 3520, resulting from the incompleteness of Q22 bus of the VAX-Stations 3520, has been fixed by installing the VAX Server 3300 as a front-end VAX.

(2) Off-line data processing system-1 (VAX/VMS)

The following VAX’s are available for the off-line data analysis and for general purposes.
- RIKEN: (virtual node name of the cluster)
- RIKVAX: VAX-6510 (LAVC Server)
- RIKV50: VAX STATION 3100/M38
- RIK835: VAX Station II/GPX
- RIKV52: VAX Station 3100/M38
- RIKLV1: VAX Station 3100/M78 (Linac)
- RIKLV2: VAX Station 3100/M78 (Linac)
- RIKV5A: DECnet/SNA Gateway

These computers are connected by LAVC (Local Area VAX Clusters) using Ethernet. They are also connected to HEPNET (DECnet) and TISN (DECnet/IP) Internet and reachable from all over the word. (see Session 6 for detail)

Since the recent load of the VAX-8350 (RIK835:) was too heavy, we have replaced the VAX-8350 by a VAX-6510. The new VAX was installed in the end of November 1991. By this replacement, the overall performance has been increased to about a factor of five (from 2.3 VUPS to 13 VUPS). We have also a plan to upgrade the VAX-6510 (13 VUPS) to a VAX-6610 (32 VUPS) early in 1992.

(3) Off-line data processing system-2 (FACOM MSP)

Following FACOM MSP Main Frames are available at the RIKEN Accelerator Facility.
- FACOM M-380 (RIKEN Accelerator Research Facility)
- FACOM M-780/20 (RIKEN Computational Center)

These two FACOM’s are connected by the NJE and DSSLINK via the Ethernet. These two FACOM’s are also connected to the DECnet/SNA Gateway, and therefore 3270 full-screen terminal emulations and file transfer using RJE (Remote Job Entry) are available from the VAX. The FACOM M-780/20 is scheduled to be replaced by a FACOM M-1800 in December, 1991.

(4) RISC-based work stations
Some recent RISC-based Unix workstations (HP 9000/730 [21MFLOPS, 76MIPS], Sparc Station, Next Station) have been installed for the development of the UNIX based data processing system. The performance of the numerical calculation of HP 9000/730 is almost equal to that of the Main Frame Computer FACOM M-780. We are now planning to use these recent RISC workstations to process the experimental data.

(5) Wide area network

The RIKEN Accelerator facility is connected to the world-wide network of HEPNET (High Energy Physics NETwork)/SPAN (Space Physics Analysis Network) as Area 40, which is a part of the DECnet Internet, and the TISN Internet (Todai International Science Network) which is a part of "The Internet" (NSFnet, ESnet, NSI, DDN etc.).

In order to support these wide area network connections, we are now supporting following 6 leased lines at the accelerator facility.

64 kbps (DECnet/IP) to the University of Tokyo, Faculty of Science
19.2 kbps (DECnet) to RIKEN Komagome site (SOR group)
9.6 kbps (DECnet) to KEK (National High Energy Physics Laboratory)
9.6 kbps (DECnet/IP) to RIKEN Life Science Tsukuba Center
9.6 kbps (DECnet) to Tokyo Institute of Technology, Faculty of Science
9.6 kbps (DDX-80) to NTT DDX. (Dial in from the telephone).

The leased line between RIKEN-Wako and RIKEN-Tsukuba will be upgraded from 9.6kbp to 64kbp in February 1992. Also the leased line between RIKEN-Wako and University of Tokyo will be replaced from 64kbp to 512kbp in June 1992.

The address of the electric mail of the general users of the RIKEN Ring Cyclotron VAX is as follows.

(HEPnet/SPAN)
RIKVAX:USERID (or 41316:USERID)
(Internet/BITnet)
USERID@RIKVAX.RIKEN.GO.JP
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1) T. Ichihara: This Report, p.144.
A new data acquisition system of the spectrograph SMART has been developed.

Figure 1 shows a block diagram of the system. This system consists of two VAXes, VAX Server 3300 and VAX Station 3520. These two VAXes are configured as a Local Aria VAX Cluster (LAVC). The boot node is VAX Station 3520 and the Satellite node is VAX server 3300. Data acquisition is carried out on the VAX Server 3300 with a CAMAC crate and the data are recorded on a standard 2400 feet 6250 BPS Magnetic Tape or 2GB Digital Audio Tape (DAT). VAX Station 3520 is mainly used to display the spectrum during the experiment and also for the man-machine interface.

We have installed a Starburst auxiliary crate controller (CES 2180 ACC) on the CAMAC crate. For each event, a J11 micro processor in the Starburst ACC is interrupted by the trigger signal and reads the data from the CAMAC modules. The peak rate of CAMAC access from the Starburst ACC is 800kB/s (2.5 μ sec./16bit mode) for a block read operation. The average rate including the overhead is about 100-200kB/s. Data are doubly buffered and when the current buffer is filled, Starburst changes the buffer immediately and generates a LAM signal to the host computer to start a DMA. The data transfer rate in the DMA depends on the length of the cable between the CAMAC crate controller and the interface in the VAX. The transfer rate is about 1MB/s for a short cable (5m) and about 310kB/s for a long cable (90m). The data acquisition of event by event and DMA transfer can be carried out simultaneously. The priority of the CAMAC bus access between the CC and ACC is determined by the cable connection of the request-grant chain. Usually ACC has the higher priority.

Figure 2 shows the tasks and the data flow of this data acquisition system. On-line monitor programs are running in the VAX-Server 3300 to fetch the new data buffer, analyze the data, and increment the histogram of spectra. The user can create any kind of the spectra by a simple fortran language. If the data rate is low, all the data are analyzed on line. But if the data rate is very high, only a portion of the data are analyzed on line. For the typical experiment of the spectrograph SMART, we can create a momentum spectrum of a particle gated by the particle identifications on line.

In 1989, we installed the VAX Station 3520 for the data acquisition system of the spectrograph SMART. But we encountered a serious problem in the VAX Station 3520. The Q22 bus features of VAX Station 3520 were not complete and it
T. Ichihara

did not support the burst mode DMA which is necessary to operate the Kinetic 2922 Crate Controller Interface. To fix this problem, we have installed a VAX Server 3300 as a front-end VAX. The kinetic 3922 Crate controller interface and the Victor Magnetic tape (2400 feet) controller have been migrated from the VAX Station 3520 to the VAX Server 3300. The Q22 Bus of the VAX Server 3300 satisfies the complete Q22 standard and the problem of the burst mode DMA of the Kinetic 2922 Crate controller interfaces has been solved.

We have also installed the Digital Audio Tape (DAT) to record raw data. We can record about 2GB per one cartridge of the DAT. The error rate of the DAT is extremely low ($10^{-15}$) and reliability is better than an 8mm tape. This DAT will be the standard media to record raw data in the facility.
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III-5-21. New Computer System for Data Analysis

Y. Watanabe, T. Ichihara, and A. Yoshida

We report here about three new workstations that were introduced in our laboratory. These workstations have a common ability that distinguishes them from the computer we have used. It is a UNIX operating system that is recently spreading in many fields from computer science to business application.

For contemporary physics, computer is one of the important apparatus. Particularly in our field, recent research is going more precise and requiring a larger quantity of data. So, we have been using the mainframe (FACOM M380) for theoretical calculations and data analysis, because of the computing power.

Recently, computer technology expands drastically, especially some workstations based on the RISC* technology (so called RISC-workstation) get comparable power as the mainframe (Table 1). Since they are much cheaper than the mainframes, we can get much computing power with a small expense. In fact, these workstations are spreading quickly in many fields. We may replace the mainframe by such workstations. However there are some problems that must be overcome. UNIX that is only available operating system on such RISC-workstations does not have all functions we need, such as realtime capability and flexible handler for magnetic tape devices.

Table 1. Relative performance of some computers.

<table>
<thead>
<tr>
<th>Computer</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>Avr</th>
</tr>
</thead>
<tbody>
<tr>
<td>RISC UNIX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HP9000/730</td>
<td>92</td>
<td>101</td>
<td>621</td>
<td>202</td>
<td>185</td>
</tr>
<tr>
<td>PowerStation530</td>
<td>101</td>
<td>135</td>
<td>149</td>
<td>66</td>
<td>122</td>
</tr>
<tr>
<td>SparStation 1</td>
<td>9</td>
<td>6</td>
<td>41</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>VAX/VMS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VAX6510</td>
<td>25</td>
<td>20</td>
<td>69</td>
<td>45</td>
<td>35</td>
</tr>
<tr>
<td>MicroVAX II</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>MainFrame</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FACOM M380</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

C1-C4 are floating point calculations that are prepared by T. Ichihara for a benchmark test.

C1,2: simple calc. with single and double precision
C3: matrix
C4: many nestings and conditional branches

In such situation, we introduced three new workstations in our laboratory to investigate the possibility of the RISC-workstation and UNIX operating system for our purpose. The main component is HP9000/730 that was selected for the high computing power. It has also a DAT tape drive (2GB/tape) and a Magnet-Optical disk (660MB/disk) that must be needed to store our experimental raw data (Typical data size is several GB in one experiment).

We connected closely this HP with SUN and NeXT in our laboratory (Fig. 1). Multi vendor connectability is also important because no single system gives us all of the feature we want. These three workstations have peculiar characteristics each other. HP has high computing power as we mentioned above. SUN (SPARCstation 1) is the most popular workstation in the world. The population is very important for software availability. NeXT that takes newest software technologies, has most elegant environment for the software development. We hope these machines work in complementary and give us powerful and elegant computer environment.

We have already succeeded to introduce in our HP the CERNLIB that is developed for data analysis and ported to many computers by CERN. The performance investigation is in progress.

Table 1. Relative performance of some computers.

<table>
<thead>
<tr>
<th>Computer</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>Avr</th>
</tr>
</thead>
<tbody>
<tr>
<td>RISC UNIX</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HP9000/730</td>
<td>92</td>
<td>101</td>
<td>621</td>
<td>202</td>
<td>185</td>
</tr>
<tr>
<td>PowerStation530</td>
<td>101</td>
<td>135</td>
<td>149</td>
<td>66</td>
<td>122</td>
</tr>
<tr>
<td>SparStation 1</td>
<td>9</td>
<td>6</td>
<td>41</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>VAX/VMS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VAX6510</td>
<td>25</td>
<td>20</td>
<td>69</td>
<td>45</td>
<td>35</td>
</tr>
<tr>
<td>MicroVAX II</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>MainFrame</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FACOM M380</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

C1,2: simple calc. with single and double precision
C3: matrix
C4: many nestings and conditional branches

* Reduced Instruction Set Computer.
**III-6. Material Analysis**

1. **Theory of $L-V$ X-Ray Emission Spectra of Copper Compounds**

J. Kawai and K. Maeda

It is believed that the copper $L\alpha (L_3-M_{4,5} \text{ or } L_3-V)$ X-ray fluorescence spectra (XRF) are related to the local (Cu atom) and partial ($3d$) densities of states (DOS) of the compounds. Figure 1 compares the measured $L_3-V$ X-ray emission spectrum$^1$ of a copper oxide with that calculated by the local and partial DOS.$^2$ Since the DOS calculation by Redinger et al.$^2$ is quite reliable, the disagreement between the theory and the experiment in Fig.1 is mostly due to the fact that the $L_3-V$ X-ray emission is not directly related to the local and partial DOS. Therefore we have proposed a theory$^3$ to interpret the Cu $L_3-V$ line shape of various copper compounds based on the theory of X-ray photoelectron spectra (XPS) of van der Laan et al.$^4$ as follows.

The Cu $2p_{3/2}$ X-ray photoelectron spectra (XPS) of divalent copper compounds (nominally $3d^9$ electron configuration) have generally one main peak (at 933.6eV) and one higher binding energy satellite (at 943eV, so-called 'shake-up' satellite, since this satellite was believed to originate from electron shake-up). After the study of van der Laan et al.$^4$ it has been revealed that the main peak is, in fact, a charge-transfer satellite. That is to say, an electron is transferred from one of the ligands to the central Cu$^{2+}$ ion at the moment ($<10^{-11}$sec) of the $2p$ electron photoionization. On the other hand, the so-called 'shake-up' satellite is, in fact, the main line, i.e., one of the $2p$ electrons is photoionized and the rest of the electrons in the vicinity of the photoionized Cu ion remains still. The final states of the $2p_{3/2}$ XPS are the initial states of the $L_3-V$ X-ray emission, thus we must include this charge-transfer effect in the line shape analysis of Cu $L_3-V$ spectra. The relation between the $2p$ XPS and $L_3-V$ XRF we have proposed in the previous paper$^3$ is that the $L_3-V$ main line (930eV) of XRF corresponds to the main line of $2p_{3/2}$ XPS and that the high energy shoulder (932-935eV) of XRF corresponds to the so-called 'shake-up' satellite of $2p_{3/2}$ XPS.

To check the above theory, we have calculated the $L_3-V$ spectrum of CuO, as shown in Fig. 2. The transition energy was calculated from Slater-Condon parameters determined by the atomic Hartree-Fock-Slater calculations. The relative intensities of the components of the X-ray lines were determined by the $LS$ coupling. Comparing the calculated spectrum with the measured spectrum by Bonnelle,$^5$ it is concluded that the agreement between our theory and the experiment is satisfactory.

![Fig. 1. Comparison of the experimental $L_3-V$ line shape of $La_2CuO_4$ (Barnole et al.$^1$) with the theoretical one which has been calculated from the local and partial DOS (Redinger et al.$^2$).](image)

![Fig. 2. Comparison of the spectrum measured by Bonnelle$^5$ (solid line with dotted points) with that calculated by the present theory (dashed line).](image)
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III-6-2. Nickel $L^{-V}$ PIXE Spectra of Alloys


The $L_{2,3}^{-V}$ or $L_{2,3}^{-M_{4,5}}$ (Siegbauhn notation $L\beta$, $\alpha$) X-ray emission spectra measured by an electron probe X-ray microanalyzer (EPMA) or X-ray fluorescence (XRF) spectrometer have been used to characterize the transition-metal compounds such as oxide superconductors. This is mainly because the $L^{-V}$ X-ray transition involves the valence orbital ($V$) of the analyte.\(^1\) Therefore the $L^{-V}$ spectra contain information on the partial and local densities of states (DOS) of the analyte. However a group of satellite lines are usually observed on the high energy shoulder of the $L^{-V}$ main lines. These satellite lines are believed to be emitted either by multiple ionized states or by poorly screened states. However the contribution from these two origins are not well clarified till now. Therefore it is required to clarify the contribution from the two origins to use the profile changes of EPMA spectra for the characterization of transition-metal compounds. A comparison between electron and ion (particle) induced X-ray emission (PIXE) spectra with high energy resolution measurements clarifies the degree of contribution from the above two origins.

We have measured the $L^{-V}$ X-ray spectra of nickel metal and alloys ($\mu$-metal and nickel-cromium alloy) by 2.6 keV electron beam and 1.5 MeV/nucleon (21.03 MeV) $N^{2+}$ heavy ion beam at RILAC. The analyzing crystal was RAP (100) ($2d = 26.12$ Å). The sample (target) current was 20 $\mu$A for the electron excitation and $\sim 100$ nA for the $N^{2+}$ ion excitation. The spectra were stored till the integrated ion current became more than 2 mC. A position sensitive detector composed of a microchannel plate and a photodiode array was used for the X-ray detection. A Perkin-Elmer $\Phi$04-015 grazing-incidence electron gun, which was set on the same PIXE chamber as shown in Fig.1 to use the same X-ray optics for comparison of the difference in the two excitation methods, was used for the electron excitation. The pressure of the sample chamber was kept lower than $10^{-5}$ Torr during the measurements.

The measured spectra of a nickel metal are shown in Fig.2. Though the spectra excited by electrons are significantly different from those excited by $N^{2+}$ ions, no significant difference was detected among the measured metal and alloys if the excitation method was the same. Two strong satellites were found in the $N^{2+}$ excited X-ray spectra of nickel metal and alloys (denoted by S1 and S2 in Fig. 2).

Though theoretical calculations are required to assign the X-ray transitions of the two satellites, it is concluded that the comparison between
the PIXE and electron excitation X-ray emission spectra reveals the presence of multiple ionized satellites which are usually hidden in the spectra of EPMA and fluorescent X-ray spectra. It has also been clarified that the contribution from the multiple ionization is negligible compared with that from a poorly screened state as the origin of the high energy shoulder of $L-V$ X-ray lines measured by EPMA or XRF spectrometers.
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III-6-3. Particle Induced Optical Luminescence of Lanthanoid Metals

J. Kawai, K. Ando, T. Kambara, and K. Maeda

Though the detection of electron or X-ray induced optical luminescence of lanthanoid metals in insulators is one of the most powerful methods of trace elemental analysis, it is not widely used in analytical chemistry. This is mainly because the intensity of X-ray induced optical luminescence depends on the sample preparation method as well as the concentration in the sample. It is not detected for either metallic samples nor insulators of perfect crystals. Therefore it is interesting to study whether such metallic samples which are not luminescent by the X-irradiation emit optical luminescence when they are bombarded by high energy heavy ions.

We measured the optical luminescence of several rare earth compounds at RIKEN Linear Accelerator (RILAC). The samples measured were a Sm metal deposited on an Al foil (2 μm) and EuF3 (49.5 μg/cm²) on Mylar (2.5 μm) for the 4.03-MeV He⁺ excitation, and Sm metal, Eu₂O₃, Nd₂O₃ on Al foils (2 μm) for the 52.0-MeV Ar⁸⁺ ion beam. The sample was irradiated by the ion beam in vacuum (<10⁻⁶ Torr). The emitted optical signal going through a quartz view port of the vacuum chamber was then analyzed by a Nikon G-250 Czerny-Turner type grating spectrometer and detected by a quartz window photomultiplier. Typical measured spectra are shown in Figs. 1 and 2.

Whereas the emission lines from argon ions were observed (488, 435, and 410 nm peaks in Fig. 2) in the Ar⁸⁺-induced spectra for all the samples measured in the present study, the He⁺-induced spectra (Fig. 1) were significantly different each other and also were different from those excited by the Ar⁸⁺ ion. Since the basic research in this area has not well been performed, the profile changes of the measured spectra have not been interpreted. However it is concluded that the optical signal can be detected for very low amounts of samples, thus this method has a potential to be a powerful tool of trace elemental analysis.
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III-6-4. Analysis of an Accident during Ozone Experiments by Means of the Heavy-Ion Rutherford Scattering

M. Aratani and M. Yanokura

An accident happened during ozone distillation in an inorganic synthesis experiment at a certain National Institute in the Capital Region. A spiral stainless steel pipe used as the ozone distillator exploded into fragments, which flew over and stuck to human body near by. Observation on the exploded pipe showed that the explosion site of the pipe was situated at the bottom of the distillator and at the end point of the spiral part, from which the pipe went up vertically to the next part of the apparatus. Two substances loomed up as possible suspects through discussions; carbonaceous contaminant gas and ozone gas itself. The very gaseous substances for sampling, however, had been lost in the explosion. Thus, the heavy-ion Rutherford scattering was suggested for the inside surface characterization of the fragments so as to make clear the cause of the accident.

Three kinds of samples were provided; one was a fragment from the explosion site, another was a portion of the pipe at a distance of 30 cm from the explosion site, and the other was an unused stainless steel pipe of the same kind. The samples were cut into 19 mm in length, opened and made flat, and the inside surfaces of the samples were examined by use of a 30 MeV $^{40}$Ar ion beam. The details of the HIRS method was previously reported in RIKEN Accel. Progr. Rep. and elsewhere.\(^1\)

Simultaneous measurements for light and heavy elements were performed with the samples. Some of the spectra were shown in Fig.1. A large quantity of oxygen atoms were found for the sample from the explosion site. For the sample 30 cm distant from there, oxygen atoms also observed but in a much less quantity. Oxygen atoms were scarcely found for the unused-pipe sample. Carbon atoms were not observed for any samples. The presence of a small quantity of tungsten atoms was suggested for the samples from the explosion site. A series of measurements led us to the conclusion that ozone was responsible for the explosion due to decomposition into oxygen to make a thick oxide layer on the inside surface.

According to our suggestion of the presence of tungsten atoms by HIRS, a destructive chemical analysis was performed at their Institute. Origin of the tungsten atoms was also examined by the destructive chemical analysis of all the materials used in the apparatus. The results showed the electrodes of an ozone generator prior to the ozone distillator were made of tungsten. It may be supposed that fine particles of tungsten oxide which were formed by the discharge in the ozone generator, transported to the bottom of the ozone distillator by ozone stream and accumulated there, would have played a role in the explosive decomposition of ozone.
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Light-Element Impurities in a TiN Film Studied by Heavy-Ion Rutherford Scattering

H. Akiyama, K. Onoe,* M. Yanokura, and M. Aratani

A thin film of titanium nitride (TiN) is employed for coating cutting tools because of its hardness and for coloring decorative art works because of its beautiful color. Contamination by impurities has so much influence on various properties of the thin film that their characterization is indispensable for manufacturing high-purity thin films. So, we have examined light-element impurities in a thin TiN film prepared on a Si substrate by the sputtering technique. The thickness of the TiN film was 350 Å. The heavy-ion Rutherford scattering (HIRS) method has been used in combination with the TOF measurement. The incident beam was argon of 1.3 MeV/nucleon in energy.

The samples were cut into pieces of a size of 19 mm × 9 mm. In a one meter scattering chamber in A-1 course of RILAC, we set a target holder with nine pieces of samples at an angle of 10° (θ₁) and surface-barrier semiconductor detectors (SSD) at angles of 37° and 47° (θ₂) to the incident beam. The SSD at angles of 37° detected forward-scattered argon ions and forward-recoiled ions. The SSD at angles of 47° was used for monitoring the incident argon beam. The samples were bombarded with a 52.46 MeV Ar beam under a vacuum (6.7 × 10⁻⁴ Pa). The spot size of the incident ion beam was 1.5 mm × 1.5 mm on the specimen. The beam current and irradiation doses during measurements were 7 to 8 nanoamperes and 8 to 10 microcoulombs, respectively which are thought to be within the dose range to produce no serious irradiation effect in this experiment.

Energy spectrum for recoiled silicon and oxygen from a SiO₂ standard is shown in Fig. 1(a), and that for recoiled ions and forward scattered ions from the thin TiN film are shown in Fig. 1(b). The thick arrow in Fig. 1(b) indicates the position of the energy of recoiled light-impurity atoms which were contained in the thin TiN film. The light element has been identified to be oxygen, because the energy of the peak marked with

* Institute for Super Materials, ULVAC JAPAN, Ltd.

the thick arrow agrees with the energy of oxygen atoms from the SiO₂ standard. Total content of the oxygen in the TiN film is calculated to be 6.0 at% which corresponds to 3.1 wt%. The origin of impurity oxygen atoms may be attributed to those absorbed into the film from residual gas in the processes of preparation of the TiN film.

As stated above, the nondestructive nitrogen-oxygen separation and the simultaneous quantitative analysis of light elements have been successfully performed by the HIRS with argon. The nitrogen-oxygen separation also has been confirmed by the TOF measurement.

The present TiN film can be used as a standard material of 1.05 × 10¹⁷ atoms/cm² nitrogen.
Non-Destructive Analysis of Hydrogen Isotopes in the Volcanic Glass by Linear Accelerator

A. Okada, M. Aratani, M. Yanokura, and H. Akiyama

Obsidian, a natural glass of volcanic origin, contains 0.3–8.0 wt.% $\text{H}_2\text{O}$. It is geochemically interesting to investigate the source of water in the volcanic eruptions from volcanoes which distribute in the active areas on the earth. In addition, obsidian is an archaeologically important material, with which the antiquity made implements in the stone age of ancient Japan. It is also significant to investigate where and how the ancients got obsidian for the production of stone implements. For these purposes, we measured the $^1\text{H}$ and $^2\text{H}$ abundance of obsidian samples.

Recently the scattering analysis using a linear accelerator has been applied to the determination of hydrogen in solid materials. Further, the high-sensitive analysis of deuterium in solid samples using nuclear reaction of $^{15}\text{N}$ with deuterium, i.e., $^{15}\text{N} + n \rightarrow ^{16}\text{O}$ and $^{15}\text{N} + n \rightarrow ^{16}\text{O}$, has been recently developed.

The intense 6.13 MeV $\gamma$-ray emitted by the decay of excited $^{16}\text{O}$ is measured with a BGO, bismuth germanate ($\text{Bi}_4\text{Ge}_3\text{O}_{12}$), scintillator. This method is highly sensitive to deuterium in solids.

In this work, we examined the possibility of the simultaneous and non-destructive analysis of both $^1\text{H}$ and $^2\text{H}$ contents of obsidian, combining both the scattering reaction and nuclear reaction by a $^{15}\text{N}^2+$ beam of RIKEN linear accelerator. Figure 1 shows the schematic arrangement of the sample-detector system in the scattering chamber. Polished obsidian samples from Tokachidake, Hokkaido, Japan, and from Arizona, U.S.A., were set at 15° to the incident $^{15}\text{N}^2+$ beam (15 MeV and 20 nA). The recoiled hydrogen atoms from the sample were measured by the solid state detector set at an angle of 30° to the incident beam. A BGO scintillator was set close by the target to detect $\gamma$-ray emissions. Figure 2 shows the $\gamma$-ray spectrum detected by the BGO scintillator. The result showed that the simultaneous analysis of $^1\text{H}$ and $^2\text{H}$ of the geological sample by using a linear accelerator is promising. But in this experiment, the energy resolution of the BGO scintillator was not so enough for the calculation of the hydrogen isotope abundance. At present, improvements in the resolution of the BGO detector are being done.
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IV. NUCLEAR DATA

1. Status Report of the Nuclear Data Group


The Nuclear Data Group has suffered a change in the staff this year. Hashizume, the group leader, has retired from RIKEN. He has been making efforts for years to establish and expand the activities of our group and he is supposed to continue the nuclear data compilation works as a part-time staff of the group. The decrease of experienced compilers is a general trend seen in the fields of nuclear data activities. It is an urgent matter to train new hands in order to keep up good maintenance and constant supply of nuclear data in the future. We have been continuing the following data activities since previous years.11

(1) Nuclear reaction cross-section data (EXFOR)

Compilation of nuclear reaction cross-sections induced by charged particles in the EXFOR format has been continued. We had restricted our scope of compilation to the production cross-sections for 20 radioisotopes commonly used in biomedical applications: $^{11}$C, $^{13}$N, $^{14}$O, $^{19}$F, $^{28}$Mg, $^{52}$Fe, $^{67}$Ga, $^{68}$Ga, $^{74}$As, $^{77}$Br, $^{85}$Br, $^{79}$Kr, $^{81}$Rb, $^{82}$Rb, $^{111}$In, $^{123}$Xe, $^{125}$Cs, $^{127}$Xe, $^{123}$I, $^{124}$I, and $^{125}$I. Although the most of the cross-section data have already been compiled into the EXFOR file, a considerable number of important works still remain untouched. We tried to pick up and compile these works as well as recent data. It is essential to cover these missing works for the completeness of the EXFOR data base.

An effort was made to complete the collection of the cross-sections for the production of $^{74}$As nuclides. As is one of the important elements in the biomedical and environmental studies.

The evaluation of excitation functions for the monitor reactions $^{12}$C(p, pn)$^{11}$C, $^{27}$Al(p, 3pn)$^{24}$Na, $^{63}$Cu(p, 2n)$^{62}$Zn, and $^{65}$Cu(p, n)$^{64}$Zn is continued.

We sent a transmission tape #R006 to the IAEA Nuclear Data Section (NDS) which contained a new EXFOR file of 4 entries (works) consisted of a total of 41 subentries. (Each subentry corresponds to an excitation curve.)

(2) Evaluated nuclear structure data file (ENSDF)

As a member of the Sigma Committee of JAERI, we have been participating in the ENSDF compilation network coordinated by the Brookhaven National Nuclear Data Center (NNDC). We have continued evaluation and compilation of the A = 177 mass chain. We have set about a new evaluation of the A = 129 mass chain and in the first place references were surveyed and collected. The re-evaluation of A = 120 is also planned.

The complete ENSDF with mass A = 1 through 266 is provided from NNDC periodically. The complete file is now stored in the FACOM mainframe computer as a partitioned data set of 6 members and occupies about 1990 tracks in the disk memories. The file is planned to be installed into the VAX networks in the accelerator facility area.

(3) Nuclear structure references file (NSR)

We are engaged in collection and compilation of secondary references (annual reports, conference proceedings etc.) published in Japan into Nuclear Structure References (NSR) file and sending it to NNDC. The NSR file is offered for on-line retrieval service by NNDC and also published as RECENT REFERENCES periodically. We have completed the compilation for 1988 and 1989 references and set about compiling 1990 ones. Secondary sources surveyed are RIKEN (Accel. Prog. Rep.), JAERI-TLV (JAERI), INS (Univ. Tokyo), UTTAC (Univ. Tsukuba), RCNP (Osaka Univ.) and CYRIC (Tohoku Univ.).

We sent a transmission tape #R006 to the IAEA Nuclear Data Section (NDS) which contained a new EXFOR file of 4 entries (works) consisted of a total of 41 subentries. (Each subentry corresponds to an excitation curve.)
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Arsenic is one of the important elements menacing the environment with its growing distribution through modern industrial activities. Radioarsenic is used as a tracer in biology and in the study of water and soil pollution to set environmental health criteria for As. Among radioarsenic nuclides available, $^{74}$As is especially convenient for biomedical studies because of the positron emission and its moderate half-life of 17.78 d.

Table 1. Cross Sections for $^{74}$As Production.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Energy (MeV)</th>
<th>$\sigma_{max}$ (nb at $E_{lab}$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{74}$Ge (p, n)</td>
<td>3.43 - 5.83</td>
<td>167 (at 5.83)</td>
<td>1)</td>
</tr>
<tr>
<td>$^{74}$Ge (p, 3n)</td>
<td>19 - 64</td>
<td>85.1 (at 31.4)</td>
<td>2)</td>
</tr>
<tr>
<td>$^{76}$Ge (p, 3n)</td>
<td>6.5 - 41</td>
<td>50 (at 10)</td>
<td>3)</td>
</tr>
<tr>
<td>$^{74}$As (p, pn)</td>
<td>21.5</td>
<td>350</td>
<td>4)</td>
</tr>
<tr>
<td>$^{76}$As (p, spall)</td>
<td>2900</td>
<td>47</td>
<td>5)</td>
</tr>
<tr>
<td>$^{74}$Br (p, spall)</td>
<td>640</td>
<td>65.5</td>
<td>6)</td>
</tr>
<tr>
<td>$^{83}$I (p, spall)</td>
<td>593</td>
<td>18.8</td>
<td>6)</td>
</tr>
<tr>
<td>$^{81}$Kr (p, spall)</td>
<td>593</td>
<td>12.8</td>
<td>6)</td>
</tr>
<tr>
<td>$^{81}$Kr (p, spall)</td>
<td>593</td>
<td>12.8</td>
<td>6)</td>
</tr>
<tr>
<td>$^{81}$Br (p, spall)</td>
<td>540</td>
<td>6.9</td>
<td>6)</td>
</tr>
<tr>
<td>$^{81}$I (p, spall)</td>
<td>240</td>
<td>0.77</td>
<td>7)</td>
</tr>
<tr>
<td>$^{124}$Te (p, 3p)</td>
<td>1000</td>
<td>4.2</td>
<td>8)</td>
</tr>
<tr>
<td>$^{124}$Te (p, n)</td>
<td>1000</td>
<td>4.7</td>
<td>8)</td>
</tr>
<tr>
<td>$^{124}$Xe (p, spall)</td>
<td>1000</td>
<td>7.3</td>
<td>8)</td>
</tr>
<tr>
<td>$^{124}$Xe (p, spall)</td>
<td>1800</td>
<td>5.1</td>
<td>9)</td>
</tr>
<tr>
<td>$^{124}$Xe (p, spall)</td>
<td>1800</td>
<td>5.1</td>
<td>9)</td>
</tr>
<tr>
<td>$^{124}$Xe (p, spall)</td>
<td>1800</td>
<td>5.1</td>
<td>9)</td>
</tr>
<tr>
<td>$^{124}$Xe (p, spall)</td>
<td>2900</td>
<td>4.23</td>
<td>10)</td>
</tr>
<tr>
<td>$^{124}$In (p, spall)</td>
<td>2900</td>
<td>2.7</td>
<td>11)</td>
</tr>
<tr>
<td>$^{124}$As (p, spall)</td>
<td>2900</td>
<td>2.7</td>
<td>11)</td>
</tr>
<tr>
<td>$^{124}$U (p, spall)</td>
<td>2900</td>
<td>2.7</td>
<td>11)</td>
</tr>
<tr>
<td>$^{74}$Ge (p, n)</td>
<td>1.3 - 30.2</td>
<td>34.4 (at 13.7)</td>
<td>12)</td>
</tr>
</tbody>
</table>

$^{74}$As is produced through $^{74}$Ge(p, n) and/or $^{74}$Ge(p, 3n) reactions on natural Ge targets. Excitation functions are shown in Fig. 1. The curve from Basile et al. has two peaks at around 10 MeV and 30 MeV corresponding to $^{74}$Ge(p, n) and $^{74}$Ge(p, 3n) reactions respectively and that from Horiguchi et al. is for the $^{74}$Ge(p, 3n) reaction. Basile et al. reported also the excitation functions for the $^{71,72,74}$As production. Only a few works on excitation functions are found in literature until now.

A number of cross-sections for spallation reactions reported so far, together with the excitation function data, are summarized in Table 1. Utilization of radioarsenic will be increasing in the studies of biomedical and environmental fields in the future. More precise and overall measurements are expected to be advantageous.
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In cyclotron tunings, to build an isochronous magnetic fields is one of the most important processes. Main and trim coil currents in the sector magnet are initially set according either to the estimation using the field mapping data or to the data of the previous operation in the same conditions. These initial settings are not good enough for making an accurate isochronous field. The beam phase measurement is always necessary for the further tuning. Inside a cyclotron, in one of valley between two sector magnets, a set of phase probes is installed. Twenty pairs of capacitive phase probes consisting of parallel plate electrodes are aligned radially and cover almost all orbital region of beam. The magnetic currents are finally tuned so that these phase probes will feel the beam simultaneously. As the result a good isochronism can be achieved.

So far these measurements have been done by observing signals from these phase probes on an oscilloscope display. A position of the beam signal on time axis is read for each phase probe step by step. In order to make these measurements more efficiently, a phase meter has been developed to convert timing information of these signals into dc voltage ones which can be easily read by a computer.

A block diagram of the phase meter is shown in Fig. 1. The circuit has been designed to handle the second harmonic component selectively on basis of the heterodyne scheme. A frequency of 455 kHz has been selected as its intermediate frequency, \( f_i \). The phase meter needs two kinds of signals with frequencies, \( 2f_o \) and \( 2f_o - f_h \), where \( f_o \) is the fundemntal frequency of the radio frequency (rf) system. These signals are made with a frequency doubler and a local oscillator. A phase probe signal, after amplified, is mixed with a \( 2f_o - f_i \) signal in a double balanced mixer (DBM). A narrow band pass filter (455kHz) selects only 455 kHz signal which has a phase information of \( 2f_o \) component of phase probe signal. A reference signal is also converted into

![Block diagram of the phase meter.](image)

Fig. 1. Block diagram of the phase meter. Shadow triangles show wide band amplifiers of 1 - 400MHz. DBM is the double balanced mixer, PD the phase detector, PS the power splitter, rms the route mean square converter, and BPF the narrow band pass filter, \( f_o = 455 \pm 1 \text{kHz} \).
Fig. 2. Typical result of beam phase measurement for twenty pairs of phase probes inside RRC. Horizontal axis is the radius of beam orbits and vertical one is the beam phase in deg. Plots in the positive phase region mean that beam is late relative to that at the first inside probe location. Squares aligned along 0 deg line show the location of phase probes and figures with # the location of trim coils. Beam is 95MeV Ar in $f=28.1$ MHz. Beam intensity is 100 enA.

455kHz signals keeping its phase unchanged in the same way. With two phase detectors, PD, two components of $A \cos \theta$ and $A \sin \theta$ are obtained, where $A$ is the amplitude and $\theta$ the phase of $2f_o$ component of phase probe signal. $A$ should be proportional to a beam intensity and is monitored directly with a rms converter.

These three dc signals are fed into an analog input of interface board, DIM (Devise Interface Module) of control system,$^2$ where they are converted into 12-bit digital signals every 1 ms and stored into an 8 kbit memory inside. After the memory is full, data are transferred to a host computer, and then averaged values of $X = A \cos \theta$ and $Y = A \sin \theta$ are calculated. To eliminate the noise effect, these measurements are done in two ways, that is, with beam ($X_b$ and $Y_b$) and without beam ($X_n$ and $Y_n$). Beam can be stopped easily and rapidly by an electric beam switcher just after the ion source. The duration of cutting beam is 0.5 s for one phase probe. Beam phase is obtained by subtracting the noise effect, that is, using $\theta_b = \arctan \left( \frac{Y_b - Y_n}{X_b - X_n} \right)$. Beam phase values, which are relative to the phase probe no. 1, are obtained for the all phase probes by switching the probes. These are done automatically by a computer control.

Typical result of the measurement is shown in Fig. 2 for twenty pairs of phase probes in the RIKEN Ring Cyclotron (RRC), which shows that the magnetic field is lower than isochronous one for a radius around 1800mm and higher than it for a radius around 3000mm. The data obtained in this way are consistent with those obtained by observing an oscilloscope. This circuit is also applicable to phase probes in the AVF cyclotron and beamline.
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V-1-2. Recent Improvement of Micro-Program in a Control Interface for a Magnet Power Supply

M. Nagase, I. Yokoyama, M. Kase, and Y. Yano

The CIM (Communication Interface Module) and the DIM (Device Interface Module) were completed in 1984,1 and a computer control system using them was completed in 1985,2 one year before the completion of the RRC (RIKEN Ring Cyclotron). Since then, they have been used for the control of RRC as a remote end I/O interface of a main control computer M-60 (Melcom 350-60). Among them, the DIM is a programmable and active device consisting of a CPU (8-bit micro processor), ROM (read only memory), RAM (random access memory), I/O ports, etc. The DIM executes a function according to its micro-program, which is stored in the ROM and written in a special 8-bit assembler language. The computer control of a magnet power supply is carried out by the main-program of M-60 calling a function of DIM.

Table 1 shows the access commands and their functions for the DIM. The MCST (Multi Current Setting Task for a magnet power supply),3 which is one of the automatic processing functions programmed on the DIM, could successfully decrease the initial setting time of large number of magnet power supplies and also decrease the task load of M-60.

Recently, it became necessary for the DIM to have an automatic trouble check function for the magnet power supply, because of the occasional trouble of magnet power supply due to the damage of electric parts, the failure in the water cooling system, etc. The CCT (Current Check Task) and the SCT (Status Check Task) were newly added to the function of DIM, and two

<table>
<thead>
<tr>
<th>COMMAND CODE</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>000000</td>
<td>CIM INITIALIZE</td>
</tr>
<tr>
<td>000001</td>
<td>ENABLE CIM LIN (Look At Me signal for CAMAC)</td>
</tr>
<tr>
<td>000002</td>
<td>DISABLE CIM LIN (Look At Me signal for CAMAC)</td>
</tr>
<tr>
<td>010003</td>
<td>DIM INITIALIZE</td>
</tr>
<tr>
<td>020004</td>
<td>DIM MODE GET</td>
</tr>
<tr>
<td>020005</td>
<td>DIM TASK CYCLE TIME GET</td>
</tr>
<tr>
<td>020006</td>
<td>DIM TASK CYCLE TIME SET</td>
</tr>
<tr>
<td>020007</td>
<td>DIM PULSE OUTPUT (1 BYTE OUTPUT)</td>
</tr>
<tr>
<td>020008</td>
<td>DIM PULSE OUTPUT (2 BYTE OUTPUT)</td>
</tr>
<tr>
<td>020009</td>
<td>DIM PULSE OUTPUT (4 BYTE OUTPUT)</td>
</tr>
<tr>
<td>020010</td>
<td>DIM DIGITAL PORT READ (1 BYTE)</td>
</tr>
<tr>
<td>020011</td>
<td>DIM DIGITAL PORT READ (2 BYTE)</td>
</tr>
<tr>
<td>020012</td>
<td>DIM DIGITAL PORT READ (4 BYTE)</td>
</tr>
<tr>
<td>020013</td>
<td>DIM DIGITAL PORT READ (8 BYTE)</td>
</tr>
<tr>
<td>020014</td>
<td>DIM DIGITAL RECORD READ (SINGLE PORT)</td>
</tr>
<tr>
<td>020015</td>
<td>DIM DIGITAL RECORD READ (ALL PORT)</td>
</tr>
<tr>
<td>020016</td>
<td>DIM ANALOG PORT READ</td>
</tr>
<tr>
<td>020017</td>
<td>DIM ANALOG PORT READ (SINGLE PORT)</td>
</tr>
<tr>
<td>020018</td>
<td>DIM ANALOG RECORD READ (SINGLE PORT)</td>
</tr>
<tr>
<td>020019</td>
<td>DIM ANALOG RECORD READ (ALL PORT)</td>
</tr>
<tr>
<td>02001A</td>
<td>NO OPERATION</td>
</tr>
<tr>
<td>02001B</td>
<td>DIM TASK STATUS READ (READ AND RESTART)</td>
</tr>
<tr>
<td>02001C</td>
<td>DIM TASK STATUS READ (READ ONLY)</td>
</tr>
<tr>
<td>02001D</td>
<td>DIM TASK STATUS READ (READ ONLY)</td>
</tr>
<tr>
<td>02001E</td>
<td>DIM MEMORY READ</td>
</tr>
<tr>
<td>02001F</td>
<td>DIM MEMORY CLEAR (ALL RECORD)</td>
</tr>
<tr>
<td>020020</td>
<td>DIM MEMORY CLEAR (MEMORY REGION)</td>
</tr>
<tr>
<td>020021</td>
<td>DIM MEMORY CLEAR (NO OPERATION)</td>
</tr>
<tr>
<td>020022</td>
<td>DIM MEMORY CLEAR (NO OPERATION)</td>
</tr>
<tr>
<td>020023</td>
<td>START MPS. MULTI.CURR. CLEAR &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020024</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020025</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020026</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020027</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020028</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020029</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>02002A</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>02002B</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>02002C</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>02002D</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>02002E</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>02002F</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020030</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020031</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020032</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020033</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020034</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
<tr>
<td>020035</td>
<td>START MPS. MULTI.CURR. SET &amp; CURR. CHECK TASK</td>
</tr>
</tbody>
</table>

Table 1. Command Code Reference for CIM and DIM in 1991.

NOTE

- "xxx" is a code.
- "x" is a byte data.
- "x" is a port address.
- "x" is a high order byte data.
- "x" is a low order byte data.
- "x" is a high order address.
- "x" is a low order address.
- "x" is a record history address.
- "x" is not core.
- "x" is a absolute memory address.
- "START MPS. MULTI.CURR. SET & CURR. CHECK TASK" for current check task.
- "START MPS. MULTI.CURR. CLEAR & CURR. CHECK TASK" for current check task.
memory locations defined as the TMH (Task Mode Holder) and the TSH (Task Status Holder) were provided for these tasks. Their operations and characteristics are documented as follows.

1) CCT: This is automatically started after the end of MCST. It takes actual current data of magnet power supply, and calculates the deviation between the actual data and their reference data, which were previously set on the RAM as the result of MCST. This task is cyclically repeated in a certain time interval if no error occurs. An error code is set into the TSH when the deviation is over a limit, and an interruption code is sent to the M-60. After that, the task rests, keeping the error status on the TSH until the M-60 reads out its contents.

2) SCT: This can be executed in parallel with other tasks, and is operated similarly to CCT. Difference is that the check target is not the actual current but a status bit pattern of magnet power supply. So that, an error code is set into the TSH when a status bit varies, and also an interruption code is sent to the M-60.

3) TMH: Contents of TMH are shown in Table 2. They can be read or written by M-60, and referred by a task. It keeps a check mode such as whether an interruption is enable or disable, whether the STC runs or stops, an input port address to be checked, a limit data of current deviation, etc.

4) TSH: Contents of TSH are shown in Table 3. They are written by the CCT and SCT, and read by M-60. It keeps status information such as whether an error happened or not, running task number, error source address, error grade, etc.

Thus, M-60 can find a trouble of the magnet power supply easily and immediately by only reading out the two-byte status in TSH. Performance of CCT and SCT was tested and confirmed using an Analog I/O Interface, which had been made in 1987 as an I/O simulator of the real magnet power supply.

Replacement of the micro-program in all DLM was completed. Development of a practical application program of the M-60 including the new interruption processing, is in progress now, and will be established in near future. They will be useful not only for the rapid trouble discovery of magnet power supplies but also for the reduction of M-60's task load.
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V-1-3. Effect of Coating the Plasma Chamber Wall in RIKEN Electron Cyclotron Resonance Ion Source (ECRIS) on the Beam Intensity of the Highly Charged Ions

T. Nakagawa

Recently, several authors reported that the condition of a chamber wall of the ECRIS is important to produce the highly charged ions and the enhancement of the beam intensity is observed after coating the chamber wall with thorium\textsuperscript{27} or SiO\textsubscript{2}.\textsuperscript{28} We also observed the enhancement of performance of highly charged ions after coating the chamber wall of the RIKEN ECRIS with Al\textsubscript{2}O\textsubscript{3} and MgO.

The beam intensity was measured before and after producing Al and Mg ions with the ECR ion source. In order to produce Al ions, an Al\textsubscript{2}O\textsubscript{3} ceramic rod was directly inserted into the plasma in the second stage and heated to obtain the sufficiently high vapor pressure. The support gas was oxygen. The diameter and length of the rod were 4 and 200 mm, respectively. The consumption rate was 0.1 mm/10 min. The evaporated aluminium oxide was ionized in the plasma and extracted from the ECR ion source. Part of the ions were attached to the chamber wall.

In order to minimize other effects on the beam intensity, other parameters (gas pressure, RF power, axial and radial magnetic fields) were not changed before or after producing Al ions. RF powers of the first and second stages were 50 and 800 W, respectively. The extraction voltage was 10 kV for all elements.

In Fig. 1 (a) and (b), open and closed circles are the beam intensity for each charge state before and after producing Al ions, respectively. It is clear that the intensity of highly charged ions was strongly enhanced after producing Al ions. This effect continued for several months. Then, the beam intensity decreased with the same parameter set of the ECR ion source.

We have observed the same effect after producing Mg ions. Mg ions were produced by inserting a MgO ceramic rod into the plasma in the second stage. The diameter and length were 4 and 200 mm, respectively. The consumption rate was 0.1 mm/15 min. The performance of the higher-charge-state of argon, nitrogen, and carbon ions after producing Mg ions was the same as those after producing Al ions.
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Fig. 1. (a) Beam intensity of carbon and nitrogen ions as a function of the charge state. Open and closed circles are the beam intensities before and after producing Al ions. (b) Beam intensity of argon ions as a function of the charge state. Open and closed circles are the beam intensities before and after producing Al ions.
The Effect of Electrode in RIKEN Electron Cyclotron Resonance Ion Source (ECRIS) on the Beam Intensity of Highly Charged Ions

T. Nakagawa and T. Kageyama

Many laboratories make an effort to increase the intensity of highly charged ions from the ECRIS. The probability of producing highly charged ions by the single electron impact falls off rapidly with increasing ion charge. Therefore the only efficient way to obtain highly charged ions is the successive ionization. We are then led to increase the exposure time of ions to the cloud of electrons or to increase the electron density in the plasma. In order to increase the electron density in the plasma, a Grenoble group has put the electrode near the gas injection of the MINIMAFIOS which has an operating frequency of 18 GHz and then supply the electrode with a negative voltage to push out electrons from the first to the second stage. We also put the electrode in the first stage of the RIKEN ECRIS and supplied a bias voltage to the electrode to push out the electrons from the first to the second stage.

Figure 1 shows the beam intensity of $^{40}$Ar$^{11+}$ as a function of the bias voltage of the electrode. The beam intensity increased with decreasing the bias voltage to $-250$ V and then became rather constant. Open triangles are the beam intensity when we used the electrode. Open squares are the beam currents when we used the electrode after coating the chamber wall with $\text{Al}_2\text{O}_3$. As described in Refs. 2 and 3, the condition of chamber wall is very important to increase the intensity of highly charged ions. Figure 2 shows the beam intensity of argon ions as a function of the charge state. Open circles are the best result before setting the electrode. Open triangles are the beam currents when we used the electrode (bias voltage is $-250$ V). Open squares are the beam currents when we used the electrode after coating the chamber wall with $\text{Al}_2\text{O}_3$.

Usually the RF power of the first stage is 50-100 W. The beam intensity becomes unstable with increasing the RF power of the first stage. An advantage of the RIKEN ECRIS compared with the MINIMAFIOS is that the two separated RF power supplies can be controlled independently. So we can control the RF power of the first stage itself. We should stress that we need only a few ten watts of RF power of the first stage to obtain these results and the beam intensity becomes more stable compared with that before setting the electrode.
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V-1-5. High Intensity Polarized Ion Source


The RIKEN Ring Cyclotron can accelerate a proton \( (p) \) and a deuteron \( (d) \) up to 210 MeV and 270 MeV, respectively. Use of a polarized beam provides unique opportunity to study the spin dependent phenomena in nuclear physics.

A new atomic beam source of positive polarized p and d ions is being constructed. The new ion source is essentially a copy of the one built by T.B. Clegg and associates at Triangle Universities Nuclear Laboratory (TUNL) which produces in excess of 100 \( \mu \)A polarized beams. Indiana University Cyclotron Facility (IUCF) is also constructing the ion source which is also a copy of TUNL with some modifications. We obtained a lot of information both from TUNL and IUCF and also mechanical drawings from IUCF, which allows us rapid copying.

Figure 1 shows the schematic side view of the polarized ion source which is consisted of a dissociator with a cooled nozzle (\( \sim 30 \) K), a pair of sextupole magnets, a pair of weak and strong radio-frequency transition units to form the polarized atomic beam and an electron cyclotron resonance (ECR) ionizer.

We have started assembling the source. At the time of writing this report, a vacuum test with most of components in place is in progress. We are expecting an on-line beam test in the winter of 1992.

Polarized beams will be accelerated by the injector AVF cyclotron and the main Ring cyclotron. A low energy vector and tensor beam-polarimeter will be installed between two cyclotrons. We have studied the possibility of the \( ^{12} \)C -(d, p) \( ^{13} \)C reaction at \( E_d = 14 \) MeV as a low energy polarimeter by using the polarized beam at Kyushu University tandem accelerator laboratory. The data analysis is in progress.

We greatly acknowledge the help and assistance of Prof. T. Clegg of TUNL and of Dr. M. Wedekind of IUCF in providing us mechanical drawings.

References
The lanthanum neodymium hexa-aluminate (LNA) laser for the polarized $^3$He ion source must deliver the output power more than 100mW at the wavelength of 1083nm and the spectral width must nearly equal the doppler width ($2GRz$) of the $2S \rightarrow 2P$ transition of $^3$He atoms.\(^{1}\)

In our previous experiment,\(^1\) the output power of 75mW was obtained at the Ar laser pumping power of 1.6W and the output power increases in proportion to the pumping power. The spectral width of about 30GHz was obtained by inserting a 0.1mm air-gap etalon in the cavity. In order to reduce the width to 2GHz, we plan to add the other etalon (Etalon II) as shown in Fig.1. Etalon II controlled with a piezoelectric-transducer, is also used to tune automatically the laser frequency in the hiperfine frequency of $^3$He. Now we are precisely studying the structure of the laser oscillation spectrum with a Fabry-Perot spectrum analyzer (New Port Co. SR-250) in order to design the Etalon II.

It is necessary to develop a system for measuring the nuclear polarization of $^3$He, in order to design the polarized ion source. Figure 2 shows the energy level of a $^3$He atom and Fig. 3 shows the experimental set up to measure the nuclear polarization. The $^3$He atoms (gas, about 0.5 Torr) are excited to the $2S$ metastable state by the RF electro-magnetic field in the static weak magnetic field, and excited to the $2P$ state by the circular polarized light from an LNA laser parallel to the static magnetic field. Through the hiperfine interaction the nuclear spin of metastable $2S$ state is polarized and is transferred to the ground state by the spin exchange collision. Then nuclei of the other states are polarized. The circular polarization of the light from the excited atoms depend on the nuclear polarization.

Pinard et al.\(^2\) give the relationship between the nuclear polarization of $^3$He and the circular polarization of light emitted from the excited $^3$He atom as follows.

$$P = \frac{P_o}{2} \left( \frac{G^2}{\alpha^2} + (J + (1/2)) \right)^2$$

where $P$ is the degree of circular polarization of a light, $P_o$ is a nuclear polarization of $^3$He, $G$ is the decay rate of the state and $\alpha$ is hiperfine coupling constant.

We plan to measure the circular polarization of $3D \rightarrow 2P$ (667.8nm). The light of $3D \rightarrow 2P$ transition in the RF discharge is selected by an interference filter, and the circular polarization is measured with the rotating $\lambda/4$ plate and a linear polarizer. Now the systems is almost set up.

We will also study the condition of the $^3$He discharge to give the highest nuclear polarization.
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V-1-7. Status of ECR Ion Source (Neomafios) for RILAC


In the last year, the performance test of an ECR ion source (Neomafios) on its test bench was finished and it has been reconstructed on the high voltage terminal of RILAC injector. Figure 1 shows a schematic plan view of the ion source and the charge analyzing system reconstructed on the high voltage terminal of RILAC injector. ESQ, Electrostatic Quadruple doublet; ST, Steering magnet; FC, Faraday cup; GV, Gate valve; TMP, Turbo-molecular pump.

and the charge analyzing system. The beams extracted from the Neomafios are analyzed according to the charge to mass ratios of ion beams by a 70° magnet with a radius of curvature of 350 mm. Opening of the slit is 5 mm wide and 28 mm high. The two electrostatic quadruple doublets are used for the beam focussing. Two turbo-molecular pumps (360 ℓ/sec) are installed between the ion source and the analyzing magnet. Another pump (300 ℓ/sec) is equipped with a slit box. The operating pressure is usually around 6 × 10⁻⁷ Torr at the extraction stage. The RF power (8 GHz) of around 100 W is usually applied to the Neomafios.

The Neomafios source has been producing various kinds of ion beams and also supplying them to RILAC. So far we have produced up to 42 different ion species with this source. Table 1 gives ion currents obtained by the Neomafios and the inverted number represents the ions accelerated at RILAC. All measurements were done with an 10 mm extraction aperture at 10 kV. The Neomafios displayed quite stable operation in production of gaseous ion beams. The rate of gas flow was 1 × 10⁻⁵ - 1.5 × 10⁻⁴ Torr ℓ/sec when a gaseous ion was produced. For production of ¹³⁶Xe⁺⁺⁺, an isotopically enriched xenon gas (80%) was supplied to the source at the rate of gas flow of 2.1 × 10⁻⁴ Torr ℓ/sec with the mixing gas of oxygen. Ions of solid elements, Y, Rh, Sm, Dy, Ho, Er, Hf, Re, and Ir were newly produced by the Neomafios source in this year. We have produced the highly charged ions of solid elements with use of a metal or an oxide rod having a high melting point and obtained very stable ion beams over long periods of time. The flow rate of a support gas to keep an ECR plasma is 2 × 10⁻⁴ - 3 × 10⁻⁴ Torr ℓ/sec. The consumption rate of solid materials was around 10 mg/hr. For example, when ¹⁶⁶Er⁺⁺ was continuously produced for 162 hours, the consumption rate of the erbium rod was 2.1 mg/hr. To obtain the stable metallic ion beams, we use the helium and oxygen as support gas at the rate of flow of around 2 × 10⁻⁴ Torr ℓ/sec for each gas at the same time. Figure 2 shows a typical charge-state spectrum obtained with bismuth. We also tested

---

* Sumijyu Accelerator Service, Ltd.
Table 1. Ion currents from the ECR ion source ($\mu$A). Inverted number represents the ions accelerated at RILAC.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Gas</th>
<th>$^{1+}$</th>
<th>$^{2+}$</th>
<th>$^{3+}$</th>
<th>$^{4+}$</th>
<th>$^{5+}$</th>
<th>$^{6+}$</th>
<th>$^{7+}$</th>
<th>$^{8+}$</th>
<th>$^{9+}$</th>
<th>$^{10+}$</th>
<th>$^{11+}$</th>
<th>$^{12+}$</th>
<th>$^{13+}$</th>
<th>$^{14+}$</th>
<th>$^{15+}$</th>
<th>$^{16+}$</th>
<th>$^{17+}$</th>
<th>$^{18+}$</th>
<th>$^{19+}$</th>
<th>$^{20+}$</th>
<th>$^{21+}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{19}$F</td>
<td>Fr</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>$^{20}$Ne</td>
<td>Ne</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>$^{40}$Ca</td>
<td>Ca</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{48}$Ti</td>
<td>Ti</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{56}$Fe</td>
<td>Fe</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{58}$Ni</td>
<td>Ni</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{68}$Ga</td>
<td>Ga</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{79}$As</td>
<td>As</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{100}$Mo</td>
<td>Mo</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{106}$Rh</td>
<td>Rh</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{114}$Cs</td>
<td>Cs</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{118}$Sn</td>
<td>Sn</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>$^{124}$Xe</td>
<td>Xe</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td></td>
</tr>
</tbody>
</table>

oxide rods such as Mn$_2$O$_3$, Cu$_2$O, ZnO, GeO$_2$, In$_2$O$_3$, SnO$_2$, PbO, and Bi$_2$O$_3$ to obtain metallic ions. Ion currents with use of those oxide rods except the case of Ge and Pb were very stable compared with those obtained in a crucible method.
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A second-harmonic buncher for RILAC is planned to be installed between RILAC and a Cockcroft. More efficient bunching of DC beam at the injection point of RILAC is expected to be obtained by adding the second-harmonic buncher to the existing buncher of a fundamental frequency. Detail of the designed buncher system is reported elsewhere.  

Characteristics of the second-harmonic buncher are given in Table 1. The buncher needs an operational frequency range from 34 to 90 MHz because that of RILAC is from 17 to 45 MHz. The calculation showed that the total peak voltage required in the second-harmonic buncher is 3 kV at the maximum. A cross sectional view of the resonator is shown in Fig. 1. The resonator of the buncher is of a coaxial quarter-wave-length type with its shorting plate fixed. It has two gaps and is of a $\pi$-mode. The separation of gaps is 27.5 mm. The resonant frequency is tuned only by a variable vacuum capacitor installed at the open end of the resonator.

Resonant frequencies, shunt impedances, power losses, and $Q$-values calculated with the transmission-line approximation are shown in Fig. 2. The capacitance of the variable vacuum capacitor has to be varied from 15 to 225 pF to cover the frequency range. The maximum current of the capacitor is 120 A (peak) at 34 MHz. The shunt impedances calculated at the drift tube gap are varied from 20 k$\Omega$ at 34 MHz to 80 k$\Omega$ at 90 MHz. The maximum power loss is about 70 W at 34 MHz when the peak gap volt-

### Table 1. Characteristics of the second-harmonic buncher.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>34-90 MHz</td>
</tr>
<tr>
<td>Harmonics</td>
<td>2</td>
</tr>
<tr>
<td>Number of gaps</td>
<td>2</td>
</tr>
<tr>
<td>Maximum peak voltage per gap</td>
<td>1.5 kV</td>
</tr>
<tr>
<td>Voltage stability</td>
<td>$\pm 1 \times 10^{-3}$</td>
</tr>
<tr>
<td>Phase stability</td>
<td>$\pm 0.5^\circ$</td>
</tr>
<tr>
<td>Width of each gap</td>
<td>10 mm</td>
</tr>
<tr>
<td>Separation of gaps</td>
<td>27.5 mm</td>
</tr>
<tr>
<td>Aperture of beam transmission</td>
<td>30 mm</td>
</tr>
</tbody>
</table>

Fig. 1. Cross sectional view of the second-harmonic buncher and a coupling circuit.

Fig. 2. (a) Resonant frequencies, shunt impedances, and power losses calculated as a function of capacitance of the tuning capacitor. Power losses are calculated for the peak gap voltage of 1.5 kV. (b) $Q$-values calculated as a function of frequency.
S. Kohara et al.

Fig. 3. Input impedances of the resonator at the feed point calculated as a function of frequency. Curve (a) : without compensation and curve (b) : with compensation.

A simple power feed circuit shown in Fig. 1 provides a good voltage standing wave ratio (VSWR) without adjustment ; a compensation circuit improves VSWR within 1.3 by absorbing surplus rf power in the high frequency region. (see Fig. 3)

The buncher will be manufactured in the near future.
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V-1-9. Measurement of Surface Resistance of High-Tc Superconductor (Bi,Pb)\textsubscript{2}Sr\textsubscript{2}Ca\textsubscript{2}Cu\textsubscript{3}O\textsubscript{x} at 10.5 GHz

K. Ikegami, Y. Chiba, Y. Kawamura, M. Hemmi, Y. Taniguchi,* and T. Fujisawa*

In order to study feasibility of an accelerator cavity with high critical temperature (high-Tc) superconductor, we measured the surface resistance by measuring quality factors of the TM010 cavity (10 mm in height \times 11 mm in radius), which has a resonance frequency of 10.5 GHz and is made of a bulk superconductor (Bi,Pb)\textsubscript{2}Sr\textsubscript{2}Ca\textsubscript{2}Cu\textsubscript{3}O\textsubscript{x} of a density of 80~85%.

Figure 1 shows cross-sectional views of the cavity and the copper housing. The cavity** is composed of a flat end plate and a hollow body machined with bulk ceramic blocks. Then they are joined by the heat treatment using a high-Tc superconductor paste on their contact surfaces. The cavity is set on a cooling head in a vacuum chamber and is cooled down to about 20K with a refrigerator. Figure 2 shows a block diagram of the experimental setup. The cavity is connected to a waveguide system with a 40 cm low thermal conductance waveguide made of silver plated cupro-nickel. An rf signal is fed into the cavity through a small coupling hole and a reflected signal is detected with a directional coupler. A coupling adjustor adjoining the cavity makes impedance matching by minimizing a reflected signal at the center of resonance. A resonant absorption curve is measured in the best impedance matching and absolute values of the reflection coefficient\(^2\) around the resonant frequency are deduced from the curve.

Figure 3 shows a typical resonant absorption curve. The ordinate is voltage amplitude of the reflected signal in a linear scale. At the resonant frequency, the input power is absorbed completely by the cavity. In this case the unloaded quality factor\(Q_u\) is given by the following equation: \(Q_u = f_0/\Delta f\), where \(f_0\) is a resonant frequency and \(\Delta f\) is a frequency width of a resonance curve at \(\Gamma = 0.447\).

A surface resistance\(R_s\) of the cavity is deduced from \(Q_u\) by the following equation: 

\[
R_s = \frac{1}{2\pi f_0 Q_u} \times 929 \quad \text{MiloA} \quad 15 \text{BUV}
\]

* DENKI-kogyo Co. Ltd.
** The cavity was made by DOWA kogyo Co. Ltd.
Fig. 4. Temperature dependence of the surface resistance.

\[ \frac{\pi \mu}{(Q_0 (1/a + 1/h))} \]

where \( \mu \) is the permeability of vacuum, \( a \) and \( h \) are the radius and the height of a cavity, respectively.

Temperature dependence of the surface resistance in three input power levels are shown in Fig. 4, together with a result of the copper cavity which has the same geometry as the high-Tc superconducting cavity. The obtained Rs of copper is consistent with calculation within 5%. The Rs of this high-Tc superconductor has strong temperature dependence below the Tc as that of YBaCuO.\(^1\) The values of Rs are about one tenth of those obtained by Delayen.\(^2\) Figure 5 shows the surface current dependence of Rs at temperatures of 21.3K, 50.5K, and 77K. The abscissa is the maximum surface current density which is observed at a radius of 0.765a on a circular base of a cavity. The surface resistance increases from 1.8 mΩ to 80 mΩ at 22 K with increasing surface current from 4 A (peak)/m to 70 A/m, as well as with increasing temperature, and reaches 200 mΩ at 90 K for the surface current of 45 A/m.

This work is supported by the Multi-Core Project of Science and Technology Agency.
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Compact cyclotrons have been used extensively in the isotope production, micro-analysis, non-destructive test and so on. Specially, they play an important role in producing such positron emitters as $^{11}$C, $^{13}$N, $^{15}$O, and $^{18}$F for the positron emission tomography which is one of the promising imaging techniques for in-vivo studies. Recently, negative ion cyclotrons are coming in fashion because of some merits in view of the beam extraction, energy variability, and beam intensity. An accelerated beam in a negative ion cyclotron is extracted by using a thin stripping foil of carbon or aluminum. The technique makes the 100% extraction efficiency possible, and moreover, makes it easy to vary the extraction energy of beams. The simultaneous acceleration of H- and D- beams is possible by installing two internal ion sources at two opposite dees, and by extracting p and d toward opposite directions with two stripping foils at a nearly equal radial position. Interest focuses on the final energies of these particle beams.

It will be considered that the maximum energies of the two particles depend not only on the radial distribution of the magnetic field strength and radio-frequency but also on the rf voltage and harmonic numbers related to the dee angle. It is easily found out that the higher the accelerating voltage is, the higher the maximum energy is. The voltage, however, is desirable to be as low as possible to reduce the electrical power consumption and to prevent the discharge phenomenon. Here, the voltage is taken to be 60 kV tentatively. The central magnetic field strength after a bump field deduction is set to be 1.2 T so that the first turn of each accelerated particle does not interfere with both of the partner and its own ion sources. We can make various radial distributions of the magnetic field. As one of the examples, an adopted system is the isochronous field for H- beams to be accelerated to $E_p$ at the radius of 48 cm. Therefore, the relative radial distribution is specified by the H- energy $E_p$ which the particle achieves at the radius of 48 cm. Incidentally, results of calculation do not depend on these parameters. These influence the accuracy of formation of magnetic field and radio-frequency. Figure 1 shows the achievable maximum energy in the case of 90° dees. Harmonic numbers of H- and D- are 1 and 2, respectively. Points in the figure mean calculated values. The figure also shows three different regions of $E_p < 4$ MeV, $4$ MeV $< E_p < 16$ MeV and $16$ MeV $< E_p$ which are favorable for D-, D- and H-, and H-, respectively. It seems that an objective magnetic field distribution exists in the region of 6 MeV $< E_p < 12$ MeV. Frequency dependence of the maximum energy of both particles is shown in Fig. 2 together with a half H- energy and twice D- energy for the distribution of $E_p = 8$ MeV. The crossing point of the curves for the H- energy $E_p$ and twice D-
energy $2E_d$ and that of the curves for the $D^-$ energy $E_d$ and a half $H^-$ energy $E_{p/2}$ represent the achievable maximum energies of $H^-$ and $D^-$ particles, respectively.

It can be seen from Fig. 2 that the maximum energies of $H^-$ and $D^-$ particles are found to be 14 and 7 MeV, respectively. It is expected that such a cyclotron with energy constant $K=14$ MeV will be useful for the isotope production. Hereafter, conditions for the simultaneous extraction must be investigated.
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V-2. Synchrotron Radiation Source Development

1. Status of the SPring-8 Project

H. Kamitsubo and M. Hara

SPring-8 Project is being carried out by RIKEN and Japan Atomic Energy Research Institute (JAERI). The facility is designed by the joint team of these institutes and JAERI is responsible for the injectors while RIKEN is for the storage ring. The project was started in FY1990. In FY1991, design of the injector building and the construction of the storage ring building were started.

The injector system was reviewed from the cost reduction point. The final design is as follows: The preinjector is composed of a high current linac (250 MeV, 10 A), an electron positron convertor and a main linac (0.9 GeV). Total length is reduced to 140 m. Electron beams with 1.15 GeV and/or positron beams with 0.9 GeV will be obtained. Transport line from the linac to the synchrotron was also shortened and the layout of the linac was changed (Fig. 1). A part of the linac was ordered to manufacturers in March 1991. Synchrotron was also modified by increasing the length of the straight section and simplifying RF, but keeping circumference.

The design of the storage ring has almost completed, and the detailed design of some accelerator components is still in progress. Design reports of the SPring-8 Project were issued in 1991. Major parameters of the storage ring are listed in Table 1. Dimensional tolerances of the magnets are investigated and alignment of the accelerator components is being studied. The final design of dipole, quadrupole, and sextupole magnets has been fixed and the first production magnet of each type is in manufacturing. Power supplies for these main magnets have also been designed. Design of pulse magnets for injection (bump and septum) is underway.

A klystron test stand was installed in the end of 1990, and has been operated for a year. There were initial troubles in the 1 MW operation, but these have been overcome.

Fig. 1. An overview of the construction site for the SPring-8 in Harima Science Garden City. This photo was taken in September 1991. Layout of the facility is shown on this picture. The direction of the injector linac was changed.
which were however overcome on the advice of the KEK RF group. A power test for a five-cell prototype cavity was carried out in this stand. Two single-cell prototype cavities, two couplers, and two tuners which have different design or different fabrication method have been already manufactured and installed in the test stand. Power tests for these components are in progress. There are four RF stations in the storage ring and design of the RF system has almost been fixed based on these operation experiences. An RF system of one RF station is scheduled to be ordered to manufacturers within this year. Specification of the vacuum components has almost been fixed and some of the vacuum components are also scheduled to be ordered to manufacturers within this year.

This facility is sited in Harima Science Garden City in Hyogo Prefecture. Land preparation started in February 1990 and will be finished in March 1992. At present, the land preparation has almost finished as shown in Fig. 1. The storage ring buildings are to be constructed in four phases. The construction of the first phase building started in November 1991 and the groundbreaking ceremony was held on the site. A top view of the first construction part was shown in Fig. 2.

Table 1. Main parameters of storage ring in SPring-8.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron energy [GeV]</td>
<td>8</td>
</tr>
<tr>
<td>Current (multi-bunch) [mA]</td>
<td>100</td>
</tr>
<tr>
<td>Current (single-bunch) [mA]</td>
<td>5</td>
</tr>
<tr>
<td>Circumference [m]</td>
<td>1433.95</td>
</tr>
<tr>
<td>Dipole magnetic field [T]</td>
<td>0.679</td>
</tr>
<tr>
<td>Bending radius [m]</td>
<td>39.271</td>
</tr>
<tr>
<td>Type of lattice</td>
<td>Chasman-Green</td>
</tr>
<tr>
<td>Number of cells Normal cell</td>
<td>44</td>
</tr>
<tr>
<td>Straight cell</td>
<td>4</td>
</tr>
<tr>
<td>Length of straight section Normal</td>
<td>L [m]</td>
</tr>
<tr>
<td>Long</td>
<td>10.0</td>
</tr>
<tr>
<td>Natural emittance [mrad]</td>
<td>6.99 x 10^{-5}</td>
</tr>
<tr>
<td>Critical photon energy [eV]</td>
<td>28.9</td>
</tr>
<tr>
<td>Tune</td>
<td>υγ</td>
</tr>
<tr>
<td>Synchrotron tune υx</td>
<td>0.0101</td>
</tr>
<tr>
<td>Momentum compaction [α]</td>
<td>1.46 x 10^{-8}</td>
</tr>
<tr>
<td>Natural chromaticity [ζx]</td>
<td>-115.56</td>
</tr>
<tr>
<td>ζz</td>
<td>-10.00</td>
</tr>
<tr>
<td>Energy loss in the arcs [MeV/turn]</td>
<td>9.23</td>
</tr>
<tr>
<td>Energy spread [eE]</td>
<td>0.001094</td>
</tr>
<tr>
<td>Damping time [s]</td>
<td>5.30</td>
</tr>
<tr>
<td>Natural chromaticity [ζx]</td>
<td>8.31</td>
</tr>
<tr>
<td>ζz</td>
<td>4.15</td>
</tr>
<tr>
<td>Harmonic number [h]</td>
<td>3436</td>
</tr>
<tr>
<td>R.F. voltage [MV]</td>
<td>17</td>
</tr>
<tr>
<td>R.F. frequency [MHz]</td>
<td>508.58</td>
</tr>
</tbody>
</table>
Behavior of the lattice parameters was investigated in the vicinity of the standard operation point \( (\nu_x = 51.22 \text{ and } \nu_y = 16.16) \) to find the effective operation range. We concentrated here on variations of following critical parameters; emittance, chromaticities, dynamic aperture, and strength of magnets against tunes. To avoid negative effects due to a strong structure resonance, \( 1 \times \nu_x = 48 \), the investigation is restricted in the range, where the horizontal tune is larger than 50. From the following results, we have set \( 51 \leq \nu_x \leq 54 \) and \( 16 \leq \nu_y \leq 20 \) as the operation range.

1. The dynamic aperture decreases according to the increase of horizontal and vertical tunes. This reduction is caused by the strength increase of sextupoles for the chromaticity correction. Linear optics, of which dynamic aperture is larger than 30 mm, can be designed under the condition that \( \nu_x \) and \( \nu_y \) are smaller than 54 and 21 (Fig. 1).

2. The emittance varies linearly with the horizontal tune. It is adjustable from 7.5 to 5.5 nm·rad in the horizontal tune range, \( 50 \leq \nu_x \leq 54 \) (Fig. 2). Therefore, the emittance can be reduced to about 80% of a present design value (7.0 nm·rad).

3. The horizontal chromaticity varies linearly with the horizontal tune, but the vertical one does not markedly depend on the vertical tune.
Fig. 5. Absolute strength of sextupoles versus horizontal tune.

(Figs. 3 and 4). On the other hand, the absolute strength of sextupoles is almost proportional to the tunes and kept lower than 420 T/m² in the operation range, $50 \leq \nu_x \leq 54$ and $16 \leq \nu_y \leq 21$ (Figs. 5 and 6). The absolute strength of harmonic sextupoles for the dynamic aperture enlargement can be lower than 420 T/m² in the three cases shown in Fig. 1. The absolute strength of each quadrupole can be also kept lower than 18 T/m² in this operation range.¹)
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V-2-3. Analysis of the Sensitivity Reduction Against the Magnet Misalignment in Low Emittance Synchrotron Radiation Sources by Unifying Magnets in Each Straight Section

H. Tanaka, N. Kumagai, and K. Tsumaki

We investigated the effects of a two-stage magnet alignment method, in which a couple of focusing and defocusing magnetic elements such as quadrupoles and sextupoles are treated as a unit like a composite lens, on the sensitivity reduction against the magnet misalignment in low emittance synchrotron radiation sources.

The sensitivity reduction is closely related to the lattice characteristics and linear optics of the radiation sources. The feature of this method is that the object of highly precise alignment can be restricted to the inside of each unit, which is straight and shorter than several meters.

The formulae for the expected values of horizontal and vertical orbit distortions were derived in consideration of the unit alignment. By using these formulae and computer simulations, the effects of the method on the sensitivity reduction against the quadrupole misalignment were investigated in detail for the storage ring of SPring-8 as an example. The effects on the correction of the closed-orbit distortion (COD) and the dynamic aperture were also investigated by means of computer simulations.

The results of this study are:

1. The two-stage magnet alignment method reduces the amplitudes of the orbit distortions induced by the quadrupole misalignment. The sensitivity reduction against the quadrupole misalignment depends on how precisely the quadrupoles are aligned within the units, but it hardly depends on how the units are aligned.

2. The sensitivity reduction against the quadrupole misalignment requires the magnet alignment within the units which is at least 20% more precise than the unit alignment performed by the conventional triangular method. Theoretically, the sensitivity against the horizontal misalignment of the quadrupoles can be reduced by 50~60% and that against the vertical one by 80~95% at the condition that the magnet misalignment within the units is zero.

3. The sensitivity reduction against the vertical quadrupole misalignment is always larger than that against the horizontal one. This is desirable for the ring-commissioning, because the vacuum chamber aperture is generally narrow in height. On the other hand, the high precision is required for the angular-alignment of the bending magnets to reduce the amplitude of the vertical orbit distortion.

4. The two-stage magnet alignment method reduces the maximum strength of the horizontal and vertical correctors and orbit displacements at the sextupoles. This reduction is caused by the precise sextupole alignment within the units. Owing to the orbit displacement reduction, the dynamic aperture after the COD correction is enlarged. Since the magnitude of the orbit displacements is proportional to the standard deviation of the sextupole misalignment, the sensitivity against the sextupole misalignment is also reduced by this magnet alignment method.
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V-2-4. Calculation of the Resonance Band-Width Induced by Multipole Fields

Y. Ishii*

Since a magnetic pole is finite for a three-dimensional space, higher harmonics, i.e. magnetic multipole errors, are induced in a magnetic field. The ideal magnetic field (and multipole field) gives linear force to beam and multipole field gives nonlinear force to beam, respectively. The linear force is used to make beams stable. The nonlinear force is not generally considered, since it is weak. However, to install number of strong magnets in the storage ring of SPring-8, nonlinear forces which are generated from these magnets can not be ignored. The nonlinear force induces the third order and higher order resonance in addition to the first and second order resonance which are induced by the linear force. The second order resonance of the linear force and all the resonance of the nonlinear force cause the band-width of oscillation frequency. The band-width becomes wider for the strong multipole error and makes the beam amplitude larger. Therefore the beam emittance blows up when the oscillation frequency (tune) goes through the band-width and the dynamic aperture is reduced. In this report, the band-widths for the multipole errors from octapole to 14-pole fields were formulated and calculated.

In an accelerator, the beam dynamics is described by Hamilton's equation. The formulation of band-width is made from the Hamiltonian. For the linear force, the Hamiltonian of a single particle is described by the Hamiltonian-like harmonic oscillation. As one example, formula of band-width for the decapole field was given by the following, and those for the other multipole errors were also derived. First, the decapole field are added to the Hamiltonian, and a new Hamiltonian is made.

\[
H = v_x x^2 + v_y y^2 + \sum_{k,m} \frac{4A_{10}K_x^{2k}K_y^{2m}}{k,m} \beta_x^2 \beta_y^2 \frac{3}{2} \frac{3}{2} \frac{3}{2} \frac{3}{2}
\]

where \(x, y\) are coordinates, \(v_x, v_y\) are the momentum, \(\delta_b\) is the periodic delta function, and \(A_{10}\) is the magnetic strength. Secondly, the new Hamiltonian is expanded into harmonics and is approximately represented by the single-resonance, and the Hamiltonian which truncates the higher harmonics is obtained for the single resonance.

\[
H = v_x x^2 + v_y y^2 + \sum_{k,m} \frac{4A_{10}K_x^{2k}K_y^{2m}}{k,m} \beta_x^2 \beta_y^2 \frac{3}{2} \frac{3}{2} \frac{3}{2} \frac{3}{2}
\]

where \(\psi_{x,y}(\xi, \eta) = \int_{0}^{\tau_0} \frac{d\xi}{\beta_x, \beta_y}\) with

\[
\tau_n = \frac{\theta_n \lambda}{2\pi}
\]

and \(\nu_x, \nu_y\) are tunes, \(\beta_x, \beta_y\) are betatron functions, \(\phi_{x,y}\) and \(J_{x,y}\) are action-angles, \(m\) is the harmonic number, \(k\) is the data number of one period, \(i\) is a unit of imaginary number, and \(C\) is the circumference of the ring. Thirdly, the band-width is formulated from the Hamiltonian by considering a stable fixed point and unstable fixed point on the phase space. The band-width \(\Delta\) is given by the following.

\[
\Delta = \pm \sqrt{\frac{2}{10K_x^{3/2}K_y^{3/2}}}
\]

with

\[
f = \sum_k \frac{3A_{10k}}{125\pi} \sqrt{\frac{3}{5}} \frac{1}{\beta_x^2 \beta_y^2} \psi \psi_{x,y}(m-3v_x-2v_y)
\]

(4)

(5)

Adequacy of the the formula for band-width was confirmed by the following. For a simplified model ring, the band-width of the fifth order coupling resonance \((3v_x + 2v_y = \text{integer})\) was calculated for the following two cases. The band-width was calculated by using the result of tracking shown in Fig. 1, and the theoretical band-width was calculated from eq. (3). The two band-widths became nearly equal, so that adequacy of the formula could be confirmed. Adequacy of the formula for the other multipole field was similarly confirmed.

These formulae were applied to the storage
Fig. 1. Phase space for the resonance condition of a simplified model ring. Tracking conditions: In the ring. One decapole field is installed. Injection points are \( (x, x') = (1.4 \times 10^{-2}, 0.0), (y, y') = (1.4 \times 10^{-4}, 0.0) \). A beam is diffused at 951 turns.

The ring of SPring-8. Presently the operation point of the ring is \( (\nu_x, \nu_y) = (51.22, 16.16) \). The fifth \( (\nu_x = 51.2) \) and sixth \( (\nu_x = 51.333) \) order resonance lines are close to the operation point. Table 1 shows the band-widths for these resonance lines. It is found out that the two band-widths are very small and have weak effects on beams.

Table 1. Band width for the resonance which is close to the operation point. Amplitudes of x and y directions are 10 mm and 0.1 mm, respectively.

<table>
<thead>
<tr>
<th>Resonance</th>
<th>Band Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fifth order</td>
<td>( \Delta = 5.19 \times 10^{-9} )</td>
</tr>
<tr>
<td>Sixth order</td>
<td>( \Delta = 6.64 \times 10^{-5} )</td>
</tr>
</tbody>
</table>
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V-2-5. Effects of Multipole Errors on the Dynamic Aperture of SPring-8 Storage Ring (I)

Y. Ishii,* H. Tanaka, and N. Kumagai

In the SPring-8 storage ring, numbers of strong quadrupole and sextupole magnets are installed to achieve the emittance of \( \text{nm} \cdot \text{radian} \)-order. Field and alignment errors of the magnets markedly distort the closed-orbit and reduce the dynamic aperture. Among those errors, effects of systematic multipole errors on beam dynamics have been investigated to determine multipole error tolerances. We here describe their effects on the dynamic aperture.

Truncation of a magnetic potential induces higher harmonics in the magnetic field, for example, sextupole field, decapole field, and so on for a dipole magnet. These fields are localized at the both edges where beams go through. The strength of them is determined by the shape and the strength of a magnet. We simulated the

Table 1. Coefficients of power series of dipole and quadrupole magnetic fields based on the measurement data of model magnets. The strength of multipole fields except for a decapole one represents the measurement value for model magnets. The strength of a decapole field is decided in order that it gives a beam the same horizontal kick as a sextupole one at the amplitude of 35 mm.

<table>
<thead>
<tr>
<th>Multipole Component</th>
<th>2-pole ( a_2 )</th>
<th>4-pole ( a_4 )</th>
<th>6-pole ( a_6 )</th>
<th>8-pole ( a_8 )</th>
<th>10-pole ( a_{10} )</th>
<th>12-pole ( a_{12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dipole Magnet</td>
<td>0.0718</td>
<td>-0.0236</td>
<td>-19.290</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadrupole Magnet</td>
<td>0.3422</td>
<td>-0.0263</td>
<td>-318.75</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\frac{B_L}{B_p} = a_2 x + a_4 x + a_6 x + \cdots + a_m x^m
\]

Fig. 1. Dynamic aperture reduction due to systematic errors of one kind of multipole components. Tracking conditions: Revolution period is 500. Tracking initial phase is 180 degree. The observation point is at the center of a high \( \beta \) straight section. Symbols, * and / represent multiplication and division, respectively. For example, 'sextupole * 10' means that the strength of the sextupole field used in the simulation is ten times larger than that in Table 1.

* Research Laboratory for Nuclear Reactor, Tokyo Institute of Technology.
dynamic aperture in the presence of these systematic multipole errors by using the particle tracking code RACETRACK.\(^1\) The following model was used in this simulation:

1) In the case of a dipole magnet, the multipole errors are treated as nonlinear kicks at the both edges, and in the case of a quadrupole magnet, they are treated as a single nonlinear kick at a magnet-center by considering the short length of the magnet.

2) Sextuple and decapole components only are considered as the multipole errors of a dipole magnet, and octapole and dodecapole components as those of a quadrupole one.

To clarify effects of each component on the reduction of dynamic aperture, particle tracking was performed in the presence of the systematic errors of one kind of multipole components, using the strength of the component as a parameter. The expected strength of each component is shown in Table 1. This was determined on the basis of measurement data of model magnets.\(^2\) Sextupole magnets were turned off in the calculation to avoid the situation that the dynamic aperture is limited by them.

We show in Fig. 1 the results of the calculation. Figures 1-(a) and (b) show the effects of sextuple and decapole errors of dipole magnets on the dynamic aperture. The dynamic aperture is larger than the vacuum chamber, 35 mm in half width and 20 mm in half height, unless sextupole and decapole fields exceed thirty times and five times larger than the values listed in Table 1, respectively. Figures 1-(c) and (d) show the effects of octapole and dodecapole errors of quadrupole magnets on the dynamic aperture.

### Table 2. Strength of each multipole field which keeps the dynamic aperture larger than the vacuum chamber.

<table>
<thead>
<tr>
<th>Component</th>
<th>Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dipole Magnet</td>
<td></td>
</tr>
<tr>
<td>6-pole</td>
<td>-0.71 (1/m^2)</td>
</tr>
<tr>
<td>10-pole</td>
<td>-96 (1/m^4)</td>
</tr>
<tr>
<td>Quadrupole Magnet</td>
<td></td>
</tr>
<tr>
<td>8-pole</td>
<td>-1.3 (1/m^3)</td>
</tr>
<tr>
<td>12-pole</td>
<td>-1600 (1/m^5)</td>
</tr>
</tbody>
</table>

The dynamic aperture is also larger than the vacuum chamber unless octapole and dodecapole errors exceed one hundred times and five times larger than the values listed in Table 1, respectively. We summarize in Table 2 the strength of each multipole error which keeps the dynamic aperture larger than the vacuum chamber. These results show: (1) The dynamic aperture is kept large enough by the multipole errors which are expected from the data of model magnets. (2) On the basis of the data of model magnets, the dynamic aperture is mainly limited in the horizontal direction by the dodecapole fields of quadrupole magnets and in the vertical direction by both the decapole fields of dipole magnets and dodecapole fields of quadrupole ones.

### References

Systematic field errors of dipole and quadrupole magnets were divided into multipole components and effects of each component on the dynamic aperture were studied. In this report, we investigate the combined effects of the systematic multipole errors on the dynamic aperture. Furthermore, we investigate the effects of random ones on the dynamic aperture, which are caused by the dispersion of magnet-manufacturing.

Dynamic aperture is calculated in the presence of the systematic multipole errors, each of which keeps the aperture larger than the vacuum chamber, to investigate combined effects of multipole components. The result is shown with filled circles in Fig. 1. We find that the combined effects mainly reduce the dynamic aperture at low X-Y coupling, which is the ratio of vertical emittance to horizontal one at the initial condition.

Upper limits of the multipole errors are investigated to make the dynamic aperture larger than the vacuum chamber in the presence of all kinds of systematic multipole components. Since the dodecapole and the sextupole components mainly limit the dynamic aperture at the low X-Y coupling under this condition, the dynamic aperture is calculated using the strength of those components as parameters. The results are shown in Fig. 1. We find that the dynamic aperture is larger than the elliptical cross section, about 45 mm in half width and 30 mm in half height, under the condition listed in Table 1, where the strength of sextupole and dodecapole errors is made to be five times and one times as large as that of the model magnets, respectively.

To investigate the effects of the random multipole errors on the dynamic aperture, we use the dodecapole fields of quadrupole magnets as an indicator, because they dominate the reduction of the dynamic aperture in both the horizontal and vertical planes. In this calculation, the systematic multipole errors are set as listed in Table 1 on the basis of the results described above. The dynamic aperture is calculated only at 1 % X-Y coupling under the condition that a root mean square (rms) value for the random dodecapole errors is varied from 5 to 100 % of the value for the systematic ones in Table 1. The results are shown in Table 2. We can predict that the rms value for each kind of random multipole

---
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errors is less than about 25% of the value for that in Table 1, to keep the dynamic aperture

Table 2. Dynamic aperture at 1% X-Y coupling in the presence of all systematic errors shown in Table 1 and random dodecapole errors. Calculation is performed for 5 rings, each of which has a different set of random dodecapole errors. Tracking conditions are the same as those of Fig. 1.

<table>
<thead>
<tr>
<th>Random Dodecapole Error (rms value) (T/m(^5))</th>
<th>Dynamic Aperture (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 0.0 (0%)</td>
<td>67.4</td>
</tr>
<tr>
<td>Case 2 318.73 (100%)</td>
<td>-32.3 - 39.4</td>
</tr>
<tr>
<td>Case 3 159.37 (50%)</td>
<td>-35.1 - 41.4</td>
</tr>
<tr>
<td>Case 4 79.68 (25%)</td>
<td>-41.2 - 44.0</td>
</tr>
<tr>
<td>Case 5 31.87 (10%)</td>
<td>-47.1 - 53.9</td>
</tr>
<tr>
<td>Case 6 15.94 (5%)</td>
<td>-49.9 - 59.4</td>
</tr>
</tbody>
</table>

Fig. 2. Dynamic aperture with all systematic and random multipole errors shown in Table 3 for 10 rings, each of which has a different set of random multipole errors. The broken line represents the dynamic aperture with only systematic multipole errors. We find that the dynamic aperture is kept larger than the vacuum chamber at any X-Y coupling and random multipole errors markedly reduce the dynamic aperture at low X-Y coupling.

Table 3. Upper limits of systematic and random multipole errors to keep the dynamic aperture larger than the vacuum chamber.

<table>
<thead>
<tr>
<th>Dipole Magnet</th>
<th>Systematic Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Error (rms value)</td>
<td></td>
</tr>
<tr>
<td>6-pole 0.012 (1/m(^2))</td>
<td>-0.12 (1/m(^2))</td>
</tr>
<tr>
<td>10-pole 9.6 (1/m(^4))</td>
<td>-0.96 (1/m(^4))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quadrupole Magnet</th>
<th>Systematic Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Error (ms value)</td>
<td></td>
</tr>
<tr>
<td>8-pole 0.13 (1/m(^3))</td>
<td>-1.3 (1/m(^3))</td>
</tr>
<tr>
<td>12-pole 32 (1/m(^5))</td>
<td>-320 (1/m(^5))</td>
</tr>
</tbody>
</table>
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V-2-7. Optimization of the Lattice with 4 Long Magnet-Free Straight Sections for SPring-8 Storage Ring (I)

H. Tanaka, M. Hara, and T. Nakamura

Four long magnet-free straight sections are constructed in the storage ring through two steps at the final stage. We have made an effort to optimize the lattice with the long magnet-free straight sections. Here, we show preliminary lattice parameters and optics designed under following conditions: (1) The length of each long magnet-free straight section is larger than 30 m. (2) Highly periodic optics, high $\beta$ optics, is used in normal Chasman-Green (CG) cells to keep the dynamic aperture large. (3) Betatron functions at the long magnet-free straight sections are set to be 20-30 m for the installation of FEL devices. (4) Betatron functions are kept lower than ~50 m along the whole ring to suppress chromaticities.

The designed lattice and optics are shown in Fig. 1. In this case, the magnet-free straight section is 30.1 m long and the maximum horizontal betatron function is about 50 m. Five families of quadrupole magnets are used at the both ends of the magnet-free straight sections. These might be reduced to four families and the length of the magnet-free straight section might be adjustable from 30 to 35 m by further optimization. Four families of sextupole magnets are used and the strength of each magnet is much smaller than that in the standard (24-fold symmetrical) hybrid optics. In Table 1, major parameters of the lattice are listed for the 8 and 4 GeV operation without damping wigglers.

Momentum dependent tune shifts are shown in Fig. 2. Horizontal and vertical tune shifts are 0.03 and 0.02, respectively within a momentum deviation of ±2%. These are smaller compared with the tune shifts of the standard hybrid optics and almost the same as that of the high $\beta$ optics. These results show that the chromatic characteristics are scarcely affected by introduction of the magnet-free straight sections into the ring.

![Fig. 1. Lattice and linear optics for 1/8 of the ring.](image)

Table 1. Major parameters of the lattice with 4 long magnet-free straight sections.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>8 GeV</th>
<th>4 GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (GeV)</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Current (multi-bunch) (mA)</td>
<td>100</td>
<td>...</td>
</tr>
<tr>
<td>Current (single-bunch) (mA)</td>
<td>5</td>
<td>...</td>
</tr>
<tr>
<td>Circumference (m)</td>
<td>1435.948</td>
<td>1435.948</td>
</tr>
<tr>
<td>Dipole magnetic field (T)</td>
<td>0.679</td>
<td>0.3395</td>
</tr>
<tr>
<td>Bending radius (m)</td>
<td>39.2718</td>
<td>39.2718</td>
</tr>
<tr>
<td>Type of lattice</td>
<td>Chasman-Green</td>
<td>Chasman-Green</td>
</tr>
<tr>
<td>Number of cells</td>
<td>44/4</td>
<td>44/4</td>
</tr>
<tr>
<td>Length of straight section (m)</td>
<td>6.65/30</td>
<td>6.65/30</td>
</tr>
<tr>
<td>Natural emittance (mm-rad.)</td>
<td>9.00</td>
<td>2.25</td>
</tr>
<tr>
<td>Critical photon energy (keV)</td>
<td>28.90</td>
<td>3.61</td>
</tr>
<tr>
<td>Tune $\nu_x/\nu_y$</td>
<td>38.2/14.16</td>
<td>38.2/14.16</td>
</tr>
<tr>
<td>Synchrotron tune $\nu_s$</td>
<td>0.01005036</td>
<td>0.01005036</td>
</tr>
<tr>
<td>Momentum compaction $\alpha$</td>
<td>1.4597×10^-4</td>
<td>1.4597×10^-4</td>
</tr>
<tr>
<td>Natural chromaticity $\sigma_{x,y}$</td>
<td>-70.44/-33.20</td>
<td>-70.44/-33.20</td>
</tr>
<tr>
<td>Energy loss in the arcs (MeV/rev)</td>
<td>9.2263</td>
<td>0.577</td>
</tr>
<tr>
<td>Energy spread $\sigma_{E/E}$</td>
<td>0.0010936</td>
<td>0.0021872</td>
</tr>
<tr>
<td>Damping time $\tau_x/\tau_y/(\mu$sec)</td>
<td>8.30/8.31/4.15</td>
<td>66.4/66.5/33.2</td>
</tr>
<tr>
<td>Harmonic number</td>
<td>2436</td>
<td>2436</td>
</tr>
<tr>
<td>R.F. voltage (MV)</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>R.F. frequency (MHz)</td>
<td>508.58</td>
<td>508.58</td>
</tr>
<tr>
<td>Bunch Length $\sigma_z$ (mm)</td>
<td>3.63</td>
<td>1.18</td>
</tr>
</tbody>
</table>
Fig. 2. Momentum dependent tune shifts.

Fig. 3. Amplitude dependent tune shifts.

Fig. 4. Transverse phase space at the center of a high $\beta$ dispersion-free straight section. A coupling ratio between the horizontal and vertical emittance is 1% and the revolution period is adjusted to 1000. Upper figures show the phase space for a particle with the initial horizontal amplitude of 15 mm and lower ones with that of 20 mm.

Fig. 5. Dynamic aperture at the beam-injection point. Empty squares show the aperture calculated under the condition with no magnetic error and filled triangles with magnetic error tolerances. A revolution period is adjusted to 500.

Amplitude dependent tune shifts are shown in Fig. 3. These are also the same as those of the high $\beta$ optics. We can expect from this figure that horizontal and vertical oscillations are decoupled in the region where the amplitude is smaller than 10 mm. Since the both tunes behave in a similar way in the region where the amplitude is larger than 15 mm, horizontal and vertical oscillations begin to couple in this region. In Fig. 4 transverse phase space plots are shown. At the amplitude of 20 mm, the horizontal and vertical oscillations are fully coupled, whereas they are almost decoupled at the amplitude of 15 mm.

The dynamic aperture calculated under the condition with and without magnetic errors is shown in Fig. 5. The aperture of 20 mm can be assured at the horizontal plane of the beam injection side under the condition with magnetic error tolerances. This is large enough for the stable beam-injection.
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V-2-8. Study on a Free Electron Laser at a SPring-8 Long Straight Section

T. Nakamura

The performance of a free electron laser (FEL) at a 30m-long straight section of the SPring-8 storage ring was studied. The wavelength of the FEL was set to be 4nm in this study.

The storage ring has two lattice parameters, normal and detuned, which are for usual operation and commissioning, respectively, and have very different emittances and momentum-compaction factors.

The peak current of the storage ring is limited by the bunch-lengthening instabilities which accompany the energy spread of the beam and cause the serious degradation of the FEL performance. 1)

The beam performance and threshold currents of the bunch-lengthening are shown in Table 1. The latter values are calculated with the formula

\[ I_{th, BL} = \frac{2 \pi \alpha (E/e)}{Z_n/n_{eff}} \left( \frac{\sigma \gamma}{\gamma} \right)^2 \]  

where \( \alpha \) is the momentum-compaction factor. In our case, the effective impedance \( |Z_n/n_{eff}| \) is limited to be 26m\( \Omega \) by the free space impedance \( |Z_n/n_{eff}| = 300 \frac{b}{R} \) where \( b \) and \( R \) are the vacuum chamber radius and the bending radius, respectively.

The FEL performances with the FEL wiggler of parameters shown in Table 2 were analyzed with the three-dimensional simulation code ELFIN, which is developed by the author. One of the results is shown in Fig. 1.

This result shows that the higher peak current was obtained with the higher energy spread. However high energy spread causes degradation of the FEL performance. From another result, not shown here, the higher peak current was obtained with the detuned lattice of higher momentum-compaction factor. But this lattice has also higher emittance and the high emittance also causes degradation of the FEL performance. Hence the gain is not so different in both cases.
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<table>
<thead>
<tr>
<th>Lattice</th>
<th>Normal</th>
<th>Detuned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damping Wiggles</td>
<td>ON</td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>3 GeV</td>
<td></td>
</tr>
<tr>
<td>Energy Spread((\sigma_y/\gamma))</td>
<td>0.00065</td>
<td>0.00065</td>
</tr>
<tr>
<td>Momentum Compaction Factor</td>
<td>0.00146</td>
<td>0.00112</td>
</tr>
<tr>
<td>Emittance(x,y)[nm rad]</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>(I_{th, BL}(\text{natural } \sigma_y))</td>
<td>50 A</td>
<td>330 A</td>
</tr>
<tr>
<td>(I_{th, BL}(1.5 \text{ natural } \sigma_y))</td>
<td>112 A</td>
<td>742 A</td>
</tr>
</tbody>
</table>

Table 2. FEL wiggler.

<table>
<thead>
<tr>
<th>Period</th>
<th>3 cm</th>
<th>3.5 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kw</td>
<td>4.0</td>
<td>3.7</td>
</tr>
<tr>
<td>Matched (\beta_x, \beta_y)</td>
<td>14.2 m</td>
<td>17.7 m</td>
</tr>
<tr>
<td>Length</td>
<td>30.0 m</td>
<td></td>
</tr>
<tr>
<td>(x,y) equal focusing</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Gain vs peak current (in a normal lattice with damping wigglers)
V-2-9. The Relation between an Undulator Radiation in SPring-8 and a Diffraction Limit Radiation on Spectral Brightness at the X-Ray Wavelength

T. Takada and M. Hara

SPring-8 is one of the third generation storage rings, which is designed to be operated with the electron energy of 8 GeV and the beam current of 100 mA (multi-bunch), has a low natural emittance (electron beam emittance) of 6.99 nm·rad, and is optimized for many 4 meter undulator straight sections. One of the directions toward the next generation synchrotron radiation light sources is to provide even higher spectral brightness, coherence and the diffraction limit radiation on brightness at the X-ray wavelength. In this report, the conditions for the diffraction limit radiation from a planar undulator is described. Then the relation between a typical undulator radiation in SPring-8 and the diffraction limit radiation on brightness at the X-ray wavelength is investigated.

When we observe the photon beam at a large distance from the sources (the Fraunhofer zone), the photon beam emittance has its intrinsic value which depends only on the radiation wavelength, \( \lambda \):

\[
e_{\text{p}} = \sigma_{\text{p}} \sigma_{\text{p}'} = \lambda / 4 \pi, \tag{1}
\]

where \( \sigma_{\text{p}} \) is the RMS photon beam size and \( \sigma_{\text{p}'} \) is the RMS angular divergence. This situation is called "diffraction limited" because \( \sigma_{\text{p}'} \) is limited by the constraint of eq. (1) when \( \sigma_{\text{p}} \) is given.

Fundamental wavelength, \( \lambda_{\text{fist}} \), and the peak spectral flux at the fundamental wavelength, \( F_{\text{fist}} \), radiated from a planar undulator are given by

\[
\lambda_{\text{fist}} \; [\text{Å}] = 1.31 \times 10^4 \frac{\lambda u \; [\text{m}]}{E \; [\text{GeV}]} (1 + Ky^2/2), \tag{2}
\]

\[
F_{\text{fist}} \; \text{[photons/sec/0.1%b.w.]} = 1.43 \times 10^{14} \times \text{Nu} \frac{K_y^2}{(1 + Ky^2/2)} \frac{J_{0}[4(1 + Ky^2/2)]}{J_{0}[4(1 + Ky^2/2)]^2} \text{[A]} \tag{3}
\]

where \( E \) is the electron energy, \( I \) is the beam current, \( \text{Nu} \) is the number of magnetic periods, \( J_n(x) \) is the n-th-order Bessel function of the variable, \( x \), and \( K_y \) is called the deflection parameter which is proportional to the product of the magnetic period length, \( \lambda u \), and the peak of periodic sinusoidal magnetic field, \( B_{y_p} \), as:

\[
K_y \; \text{[non-dimension]} = 93.4 \times B_{y_p}[T] \lambda u [\text{m}]. \tag{4}
\]

The peak on-axis spectral angular flux density, \( \Phi_{\text{on-axis}} \), in photons/sec/0.1%b.w./mm² and the peak on-axis spectral brightness, \( B_{\text{on-axis}} \), in photons/sec/0.1%b.w./mm² at the fundamental wavelength are given as follows by taking into account the effect of electron beam emittance:

\[
\Phi_{\text{on-axis}} = \frac{F_{\text{fist}}}{2 \pi \Sigma \Sigma}, \quad B_{\text{on-axis}} = \frac{F_{\text{fist}}}{(2 \pi)^2 \Sigma \Sigma} \tag{5}
\]

where \( \Sigma \), \( \Sigma' \), \( \Sigma_2 \) and \( \Sigma'_{2} \) are given by

\[
\Sigma_{xy} = \sqrt{\sigma_{xy}^2 + \sigma_{x'}^2}, \quad \Sigma_2 = \sqrt{\sigma_{x'}^2 + \sigma_y^2} \tag{6}
\]

Here, \( \sigma_x (\sigma_y) \) is horizontal (vertical) RMS electron beam size and \( \sigma_{x'} (\sigma_{y'}) \) is RMS angular divergence. They are given at a dispersion free straight section by:

\[
\sigma_{x'} = \sqrt{\epsilon_{x'} \beta_{x'}}, \quad \sigma_{y'} = \sqrt{\epsilon_{y'} \beta_{y'}} \tag{7}
\]

where \( \beta_{x} (\beta_{y}) \) is horizontal (vertical) betatron function value, and \( \epsilon_x (\epsilon_y) \) is horizontal (vertical) electron beam emittance. The relationship between \( \epsilon_x (\epsilon_y) \) and the natural emittance, \( \epsilon_0 \), are given as:

\[
\epsilon_x = \frac{\epsilon_0}{1 + \kappa}, \quad \epsilon_y = \frac{\kappa \epsilon_0}{1 + \kappa} = \kappa \epsilon_x, \tag{8}
\]

where \( \kappa \) is the coupling coefficient which stands for the ratio between the horizontal and vertical emittance. When the angular divergence of the planar undulator radiation at the fundamental wavelength is approximated to a Gaussian distribution, \( \sigma_{y'} \) is first identified with

\[
\sigma_{y'} = \frac{\lambda_{\text{fist}}}{2 \text{Nu}} \tag{9}
\]

where \( \text{Nu} \) is the length of undulator, \( \gamma \) is the ratio of the total electron energy to the rest mass. Then, the diffraction limited beam size, \( \sigma_{\text{p}} \), is obtained by using eqs. (1) and (9) as:

\[
\sigma_{\text{p}} = \frac{\sigma_{y'}}{2 \pi} \tag{10}
\]

In order to fully utilize the high brightness of undulator radiation, the natural emittance has to be made smaller, e.g., by installing the damping wigglers in the storage ring. There are 3 phases about the behavior of the peak brightness at the fundamental wavelength in progress of decreasing the natural emittance, as given by:

\[
\text{Phase. 1:} \quad \sigma_x, \sigma_y \gg \sigma_{\text{p}} \quad \text{and} \quad \sigma_x, \sigma_y \gg \sigma_{y'} \tag{11}
\]

\[
B_{\text{on-axis}} \; \text{[photons/sec/0.1%b.w./mm²]} \propto \epsilon_{x}^2 \text{Nu}, \tag{12}
\]

\[
\text{Phase. 2:} \quad \sigma_x, \sigma_y \gg \sigma_{\text{p}} \quad \text{and} \quad \sigma_x, \sigma_y \ll \sigma_{y'} \tag{13}
\]
Equation (16) gives the maximum peak brightness available at the fundamental wavelength from the planar undulator, which is independent of the natural emittance. A typical undulator in SPring-8, whose $\lambda u$ is 3 cm and $K_y$ is 0.75 (Table 1), provides the fundamental wavelength on-axis of 0.78 Å in the hard X-ray region, when installed in the 8 GeV storage ring. Figure 1 shows the spectral brightness radiated from the typical undulator installed in a high-$\beta$ straight section (large beam size and small angular divergence) in SPring-8, whose parameters are listed in Table 2. The peak brightness of $1.95 \times 10^{18}$ photons/sec/0.1% b.w./mm$^2$ is obtained at the fundamental wavelength with 100 mA operation. When we compare the natural emittance of 6.99 nm·rad designed for SPring-8 and the photon beam emittance at the wavelength of 0.78 Å using eq. (17) in practical unit:

$$e_p [\text{nm} \cdot \text{rad}] = \frac{4}{\pi} \times 10^{-1} \left( \frac{\lambda_{\text{plst}} [\text{Å}]}{E_{\text{plst}} [\text{keV}]} \right) \times 10^{-1},$$

the natural emittance is much larger than the photon beam emittance (Table 3), which corresponds to the phase 1 described above. If one wants to obtain a diffraction limits radiation at 0.78 Å, the storage ring has to be operated with the natural emittance which is much smaller than 6.21 $\times 10^{-3}$ nm·rad. It is impossible to operate the storage ring with such a small natural emittance in SPring-8 because the natural emittance can be decreased to only about 5.5 nm·rad with damping wigglers of 100 m in total length in the storage ring$^{39}$. In order to estimate how far the typical undulator radiates from the diffraction limit, the following are calculated$^{40}$ under the assumption that design values of $\beta_x$, $\beta_y$ and $\kappa$ in Table 2 are held to be constant even if the natural emittance is varied. (Actually, $\beta_x$ and $\beta_y$ are varied when the natural emittance is decreased.) In Fig. 2, the sets of $(\sigma_x, \sigma_y, \sigma_x', \sigma_y')$ and $(\Sigma_x, \Sigma_y, \Sigma_x', \Sigma_y')$ are shown as a function of the natural emittance. In Fig. 3, the peak flux, the peak flux density and the peak brightness are shown at the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{plst}}$ [Å]</td>
<td>0.78</td>
</tr>
<tr>
<td>Total length of undulator $L_u$ [m]</td>
<td>3.99</td>
</tr>
<tr>
<td>Photon emittance $e_p$ [mm·rad]</td>
<td>$6.21 \times 10^{-3}$</td>
</tr>
<tr>
<td>RMS photon beam size $\sigma_p$ [μm]</td>
<td>1.4</td>
</tr>
<tr>
<td>RMS photon angular divergence $\sigma_p'$ [μrad]</td>
<td>4.4</td>
</tr>
</tbody>
</table>

---
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the natural emittance is much larger than the photon beam emittance (Table 3), which corresponds to the phase 1 described above. If one wants to obtain a diffraction limits radiation at 0.78 Å, the storage ring has to be operated with the natural emittance which is much smaller than 6.21 $\times 10^{-3}$ nm·rad. It is impossible to operate the storage ring with such a small natural emittance in SPring-8 because the natural emittance can be decreased to only about 5.5 nm·rad with damping wigglers of 100 m in total length in the storage ring$^{39}$. In order to estimate how far the typical undulator radiates from the diffraction limit, the following are calculated$^{40}$ under the assumption that design values of $\beta_x$, $\beta_y$ and $\kappa$ in Table 2 are held to be constant even if the natural emittance is varied. (Actually, $\beta_x$ and $\beta_y$ are varied when the natural emittance is decreased.) In Fig. 2, the sets of $(\sigma_x, \sigma_y, \sigma_x', \sigma_y')$ and $(\Sigma_x, \Sigma_y, \Sigma_x', \Sigma_y')$ are shown as a function of the natural emittance. In Fig. 3, the peak flux, the peak flux density and the peak brightness are shown at the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{plst}}$ [Å]</td>
<td>0.78</td>
</tr>
<tr>
<td>Total length of undulator $L_u$ [m]</td>
<td>3.99</td>
</tr>
<tr>
<td>Photon emittance $e_p$ [mm·rad]</td>
<td>$6.21 \times 10^{-3}$</td>
</tr>
<tr>
<td>RMS photon beam size $\sigma_p$ [μm]</td>
<td>1.4</td>
</tr>
<tr>
<td>RMS photon angular divergence $\sigma_p'$ [μrad]</td>
<td>4.4</td>
</tr>
</tbody>
</table>
Fig. 2. Horizontal and vertical RMS beam sizes and angular divergences of electron beam only, \( \sigma_x, \sigma_y, \sigma_z \), and the convolution of electron beam and photon beam, \( \Sigma_x, \Sigma_y, \Sigma_z \), as a function of natural emittance.

Fig. 3. Peak spectral flux, peak spectral angular flux density and peak spectral brightness at the fundamental wavelength radiated from a typical undulator, whose parameters are listed in Table 1, as a function of natural emittance.

Fig. 4. Peak spectral brightness at fundamental wavelengths of 1, 10, 100 and 1000 Å radiated from four typical planar undulators in the 8 GeV storage ring, whose parameters are listed in Table 4, as a function of natural emittance.

Table 4. Four typical planar undulators with fundamental wavelengths of 1, 10, 100 and 1000 Å in the 8 GeV storage ring.

<table>
<thead>
<tr>
<th>Undulator</th>
<th>( \lambda_0 ) [Å]</th>
<th>( N_\mu )</th>
<th>( L_u ) [m]</th>
<th>( K_y )</th>
<th>( \lambda_{\text{f}} ) [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>U1</td>
<td>1</td>
<td>3.3</td>
<td>4.39</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>U2</td>
<td>10</td>
<td>13.1</td>
<td>4.25</td>
<td>1.0</td>
<td>10.0</td>
</tr>
<tr>
<td>U3</td>
<td>100</td>
<td>133.1</td>
<td>3.26</td>
<td>1.0</td>
<td>100.0</td>
</tr>
<tr>
<td>U4</td>
<td>1000</td>
<td>1332.6</td>
<td>3.266</td>
<td>1.0</td>
<td>1000.0</td>
</tr>
</tbody>
</table>

fundamental wavelength radiated from the typical undulator as a function of the natural emittance.

On the other hand, it is possible to obtain a diffraction limit radiation in a wavelength longer than about 900 Å against the natural emittance of 6.99 nm·rad designed for SPring-8. Such a fundamental wavelength is realized by the undulator in the 8 GeV ring whose period length is longer than about 30 m and \( K_y \) is 1. Although this undulator can be installed in a long straight section of 30 m in length prepared in SPring-8, it is meaningless to discuss the diffraction limit radiation because the number of periods is only 1 and the coherent radiation is not available. The peak brightness at the fundamental wavelengths of 1, 10, 100 and 1000 Å is shown in Fig. 4 as a function of the natural emittance under the same assumption as mentioned above. Those wavelengths can be obtained from four typical undulators, U1, U2, U3 and U4, in the 8 GeV storage ring, whose parameters are listed in Table 4.
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V-2-10. Angular Distribution of the Radiation Power from a Bending Magnet in SPring-8

T. Takada and M. Hara

Extremely high radiation power is expected from a bending magnet (BM) in SPring-8 compared to that in the facilities under operation. In this report, the total power and angular power densities of the BM radiation in SPring-8 are calculated to estimate the heat load.

Parameters of BM: The SPring-8 storage ring has 88 BMs to make the orbit closed. Twenty-three of them can be equipped with a beam line (BL) to bring out a radiation having a broad and smooth spectrum. Parameters and characteristics of the BMs in SPring-8 are shown in Table 1. Critical photon energy and bending radius are given by eqs. (1) and (2), respectively, in practical unit:

\[ E_{pc}[\text{keV}] = 0.665 E_e^{2} [\text{GeV}] B [\text{T}] \]
\[ = 28.9[\text{keV}] \text{ for SPring-8 BM.} \] (1)
\[ \rho [\text{m}] = 3.336 \frac{E_e^{(\text{GeV})}}{B [\text{T}]} \]
\[ = 39.30[\text{m}] \text{ for SPring-8 BM.} \] (2)

where \( E_e \) is the electron energy and \( B \) is the magnetic field strength.

The coordinate system for the orbit of an electron and the BM radiation are shown in Fig. 1. An electron moves with time, \( t \), and velocity, \( V \), heading to the tangential direction of trajectory, and lies in the \( x-z \) plane with an instantaneous radius of curvature, \( \rho \), making an angle (the latitude), \( \theta \), with \( x \)-axis. A vector \( n \) is a unit vector heading from the electron to the observer, \( P \), and \( \psi \) is the observation angle between \( n \) and the orbit plane. \( e_x \) is a unit vector in the \( x \)-axis corresponding to polarization on the orbit plane; \( e_x (= n \times e_z) \) is a unit vector corresponding approximately to polarization that is perpendicular to the orbit plane if \( \psi \) is very small.

Total Power: The total power of BM in the arc of \( L (=\rho [\text{m}] \theta [\text{rad}]) \) is given by integrating the spectral angular power density over all angular frequencies, \( \omega \), all vertical angles, \( \psi_\perp \), and horizontal angles, \( \psi \), in the interval of \( [0, L/\rho] \) as:

\[ P_T[\text{kW}] = \int_0^\infty d\omega \int_{\psi_\perp}^{\psi_r} d\psi \int_{\psi_\parallel}^{\psi_t} d\psi_\parallel \frac{dP_T}{d\omega d\psi d\psi_\parallel} = 1.27 E_e^{2} [\text{GeV}] B^2 [\text{T}] I [\text{A}] L [\text{m}] \]
\[ = 1.27 E_e^{2}[\text{GeV}] B^2 [\text{T}] I [\text{A}] \rho [\text{m}] \theta [\text{rad}] \]
\[ = 146.8\theta [\text{rad}] \text{ at 100mA for SPring-8 BM.} \] (3)

where \( I \) is the beam current. The energy loss per 1 turn in all BMs is given by

\[ P_{\text{turn}}[\text{kW/turn}] = 1.27 E_e^{2}[\text{GeV}] B^2 [\text{T}] I [\text{A}] \rho [\text{m}] 2\pi [\text{rad}] \]
\[ = 922.0[\text{kW/turn}] \text{ at 100mA for SPring-8 BM.} \] (4)

Angular Power Density: The linear angular power density, which is defined as the power per a unit horizontal angle, is derived by integrating the spectral angular power density over all angular frequencies and all vertical angles, \( \psi \), as:

\[ \frac{dP_T}{d\theta} [\text{kW/mrad(horiz.)}] = \int_0^\infty d\omega \int_{\psi_\perp}^{\psi_r} d\psi \frac{dP_T}{d\omega d\psi d\psi_\parallel} \]
\[ = 1.27 \times 10^{-3} E_e^{2}[\text{GeV}] B^2 [\text{T}] I [\text{A}] \rho [\text{m}] \]
\[ = 0.147[\text{kW/mrad(horiz.)}] \text{ at 100mA for SPring-8 BM.} \] (5)

The linear angular power density, \( \frac{dP_T}{d\theta} \), is independent of \( \theta \).

The angular power density is defined as a power per unit horizontal and vertical angles obtained by integrating the spectral angular power density over all angular frequencies. It is given by

\[ \frac{dP_T}{d\theta d\psi_\perp} [\text{kW/mrad}] = \int_0^\infty d\omega \frac{dP_T}{d\omega d\theta d\psi_\perp} \]
\[ = \frac{dP_T}{d\theta d\psi_\perp} (\psi_\parallel) + \frac{dP_T}{d\theta d\psi} (\psi_\parallel), \] (6)

where

Table 1. Characteristics of the BM in SPring-8.

<table>
<thead>
<tr>
<th>Electron energy ( E_e ) [GeV]</th>
<th>Field strength ( B ) [T]</th>
<th>Bending radius ( \rho ) [m]</th>
<th>Critical photon energy ( E_{pc} ) [keV]</th>
<th>Critical wavelength ( \lambda_{c} ) [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.679</td>
<td>39.30</td>
<td>28.9</td>
<td>0.429</td>
</tr>
</tbody>
</table>

Fig. 1. The coordinate system for the orbit of an electron and the BM radiation.
T. Takada et al.

\[
\frac{\partial^2 P_T}{\partial \psi \partial \varphi}(\gamma \psi) = \left( \frac{\partial^2 P_T}{\partial \psi \partial \varphi}(\gamma \psi) \right)_{\psi \rightarrow 0}
\]

\[
\left( \frac{1}{1 + \gamma^2 \psi^2} \right)^{5/2} \frac{1}{5 \gamma^2 \psi^2 \left( 1 + \gamma^2 \psi^2 \right)^{2/5}},
\]

and where \( \gamma \) is called the 'relativistic energy factor' that is the ratio of the total electron energy to the rest mass of 511 keV. As \( \gamma \) is 15656 in SPring-8, the vertical FWHM radiation cone at the critical photon energy is 63.9 \( \mu \text{rad} \left( \frac{1}{\gamma} \right) \). Here, the angular power density on the orbit plane \(( \psi = 0 \), \( \frac{\partial^2 P_T}{\partial \psi \partial \varphi} \mid_{\psi = 0} \), is given by

\[
\frac{\partial^2 P_T}{\partial \psi \partial \varphi}(\gamma \psi) \mid_{\psi \rightarrow 0} [\text{kw/mrad}^2]
\]

\[
= \int_0^\infty \frac{d\varphi}{d\omega} \frac{d^2 P_T}{d\psi d\varphi} \mid_{\psi = 0}
\]

\[
= 5.42 \times 10^{-3} \text{B}[T] \text{Ee}^4 [\text{GeV}] I[A]
\]

\[
= 1.51 \text{[kw/mrad}^2] \text{ at 100mA for SPring-8 BM}. \quad (8)
\]

Total power and angular power densities (linear angular power density and angular power density on the orbit plane) are shown in Table 2 for a BM in SPring-8 with 100 mA operation. The angular distribution is shown in Fig. 2 against the vertical observation angle of the angular power density for a BM.

The quantities so far described were obtained with the assumption that the electron beam has no angular divergence, that is, zero emittance limit. The electron emittance, in particular, the vertical RMS angular divergence of the electron, \( \sigma_{y,v} \), gives an effect on the angular distribution against the vertical direction of angular power density which depends on vertical angle, \( \psi \). At finite emittance, the angular power density on the orbit plane is 1.48 kW/mrad² which is only about 2% smaller than that at zero emittance, and the shape of angular distribution is almost the same as that at zero emittance because the vertical RMS angular divergence of electron of 5.2 \( \mu \text{rad} \) in SPring-8 is small compared to that of the radiation power of about 30 \( \mu \text{rad} \) at zero emittance.
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<table>
<thead>
<tr>
<th>Total power per turn</th>
<th>Linear angular power density</th>
<th>Angular power density on the orbit plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{turn}} ) [kW/turn]</td>
<td>( \frac{\partial^2 P_T}{\partial \psi \partial \varphi} ) \mid_{\psi = 0} [\text{kw/mrad}^2]</td>
<td>( \frac{\partial^2 P_T}{d\psi} \mid_{\psi = 0} [\text{kw/mrad}^2] )</td>
</tr>
<tr>
<td>922.0</td>
<td>0.147</td>
<td>1.51</td>
</tr>
</tbody>
</table>

Table 2. Total power and angular power densities of the BM in SPring-8.

Fig. 2. Angular distribution against vertical angle of angular power density for the BM in SPring-8.

<table>
<thead>
<tr>
<th>Vertical Observation Angle ( \psi ) [mrad]</th>
<th>Angular Power Density [kW/mrad²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>2.0</td>
</tr>
<tr>
<td>0.02</td>
<td>1.0</td>
</tr>
<tr>
<td>0.04</td>
<td>0.5</td>
</tr>
<tr>
<td>0.06</td>
<td>0.3</td>
</tr>
<tr>
<td>0.08</td>
<td>0.2</td>
</tr>
<tr>
<td>0.10</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Sprin-8 Ee = 5 GeV, I = 100 mA \( \gamma = 15656 \)
B = 0.678 T
\( E_p = 289 \text{ keV} \)
I \( _{1mA} = 922 \text{ kW/turn} \)

\( \sigma_{y,v} = 0.0539 \text{ [mrad]} \)
Extremely high radiation power from light sources (bending magnets and insertion devices such as wigglers or undulators) in SPring-8 is expected compared to that in the facilities under operation. Heat load is a problem to be overcome in the design of accelerator components (such as, vacuum chamber, crotch and absorber, etc.) and photon beam line components (cooling system for optics, etc.). In this report, the total power and angular power densities radiated from a typical undulator in SPring-8 are calculated to estimate the heat load.

**Undulator Parameters**
Parameters of a typical planar undulator in SPring-8 are shown in Table 1. We assume a typical undulator to be a pure magnet type configuration which has a periodic sinusoidal magnetic field of vertical direction, period length of 3 cm, and a gap width range from 35 mm to 20 mm. The n-th harmonic photon energy of on-axis undulator radiation is given by

\[ E_{p(n)}(\text{keV}) = 9.5 \times 10^{-9} \times E_e \left[ \text{GeV} \right] \left( 1 + K_y^2 / 2 \right) \]

where \( E_e \) is the electron energy, \( \lambda_u \) is the period length and \( K_y \) is a dimensionless parameter called the "deflection parameter" expressed as in practical unit:

\[ K_y \text{ [non-dimension]} = 93.4 \frac{B_y}{\lambda_u} \text{[T][m]}, \]

where \( B_y \) is the peak of periodic sinusoidal magnetic field. Photon energy will be scanned by means of changing the \( K_y \) parameter (that is, magnetic gap width) for this type of device. This undulator, when installed in the 8 GeV storage ring, provides the photon energy from 15.8 keV to 20.0 keV at fundamental harmonic radiation on-axis, which corresponds to a gap width from 20 mm to 35 mm.

**Total Power**
When electrons move along an ideal sinusoidal trajectory in a horizontal plane guided by a vertical periodic sinusoidal magnetic field of an undulator as shown in Fig. 1, the total radiation power is given by eq. (3) in practical unit by integrating the spectral angular power density over all angular frequencies, \( \omega \), and all square solid angles, \( \Omega \) and \( \Psi \):

\[ P_T \text{[kW]} = \int_{\omega} \int_{\Omega} \int_{\Psi} d\omega d\Omega d\Psi \frac{d^3 P_T}{\omega d\Omega d\Psi} \]

\[ = 0.633 \times 10^{-9} \times E_e \left[ \text{GeV} \right] B_y^2 \left[ \text{T} \right] \left( \frac{\lambda_u}{\text{[m]}} \right) I \text{[A]} \]

where \( I \) is the beam current. As the total power is proportional \( B_y^2 \), the maximum total power is radiated at the minimum gap width. This undulator at a gap width of 20 mm radiates total power of 1.16 kW in the 8 GeV storage ring with 100 mA operation.

**Angular Distribution of Power**
The angular power density is given by eq. (4) in practical unit by integrating the spectral angular power density over all angular frequencies:

\[ \frac{d^3 P_T}{d\theta d\Psi} \text{[kW/mrad]} = \int_{\omega} \frac{d^3 P_T}{\omega d\Omega d\Psi} \]

\[ = 1.60 \times 10^{-9} \times E_e \left[ \text{GeV} \right] G \left( K_y \right) \]

where \( G \left( K_y \right) \) is the angular power density at gap width of 20 mm.


---

**Table 1. Parameters of a typical planar undulator in SPring-8.**

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Pure permanent magnet : Halbach design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnet block material</td>
<td>Nd-Fe-B alloy</td>
</tr>
<tr>
<td>Remnant field</td>
<td>1.25 T</td>
</tr>
<tr>
<td>Magnetic period length</td>
<td>0.03 mm</td>
</tr>
<tr>
<td>Height of magnet block</td>
<td>0.015 m</td>
</tr>
<tr>
<td>Number of periods</td>
<td>133</td>
</tr>
<tr>
<td>Total length</td>
<td>3.99 m</td>
</tr>
<tr>
<td>Magnetic gap width range</td>
<td>35 - 20 mm</td>
</tr>
<tr>
<td>Peak magnetic field on-axis range</td>
<td>1.084 \times 10^{-9} E_e \left[ \text{GeV} \right] B_y^2 \left[ \text{T} \right] I \text{[A]}</td>
</tr>
<tr>
<td>Deflection parameter range</td>
<td>K_y = 93.4 \times B_y \text{[T]} \times \lambda_u \text{[m]}</td>
</tr>
<tr>
<td>Fundamental photon energy</td>
<td>20.0 - 15.8 keV</td>
</tr>
</tbody>
</table>
where $G(K_y)$ is given by eq. (5), which is a normalized factor ranging from 0 to 1 as a function of $K_y$. The function, $G(K_y)$, is plotted in Fig. 2 for the values of $K_y$ ranging from 0 to 2. The behavior of $G(K_y)$ is a monotonically-increasing function; if $K_y$ is larger than about 1 (wiggler mode), then $G(K_y)$ is saturated to be 1.

$$G(K_y)=\frac{K_y(K_y^6+24K_y^4+28K_y^2+16)}{(1+K_y^2)^{3/2}}$$

$$\approx \frac{16K_y}{(1+K_y^2)^{3/2}} \quad (0<K_y\leq 0.25)$$

$$\rightarrow 1 \quad (1\leq K_y)$$

$f(\gamma \theta, \gamma \psi, K_y)$ is given as follows:

$$f(\gamma \theta, \gamma \psi, K_y) = \frac{16K_y}{\pi} G(K_y)$$

$$\int_{-\pi}^{\pi} \left(\frac{1}{D}\right)^3 4(\gamma \theta - K\cos \alpha)^2 \sin \alpha \, d\alpha$$

where $D = 1 + (\gamma \psi)^2 + (\gamma \theta - K\cos \alpha)^2$.

It is a normalized factor with $f(0, 0, K_y) = 1$, which gives the angular dependence including $K_y$ parameter. The function $f(\gamma \theta, 0, K_y) = f(0, \gamma \psi, K_y)$ are plotted in Fig. 3 and Fig. 4 for the values of $K_y$ ranging between 0.25 and 2.0 covering the $K_y$ range of the typical undulator. The horizontal and vertical HWHM angular divergences of a planar undulator radiation with $K_y$ ranging between 0.25 and 2.0 can be roughly identified as follows:

$$\theta_{\text{HWHM}} \approx 0.8K_y/\gamma \approx K_y/\gamma,$$

$$\psi_{\text{HWHM}} \approx 1/2\gamma.$$  

Here, $\gamma$ is called the 'relativistic energy factor' that is the ratio of the total electron energy to the rest mass of 511 keV. It can also be expressed as in practical unit:

$$\gamma = 1957E_e[\text{GeV}].$$

As $\gamma$ is 15656 in SPring-8, the vertical FWHM radiation cone is 63.9 $\mu$rad ($= 1/\gamma$).

The total power and on-axis angular power densities of a typical undulator power in SPring-8 are summarized in Table 2, and the angular distributions are shown in Fig. 5 against horizontal and vertical directions of the angular power density radiated from a typical undulator in SPring-8. The quantities so far described were obtained with the assumption that the electron beam has no angular divergence, that is, zero emittance limit. It is necessary to consider the effect of electron emittance on the angular distri-
Table 2. Total power and on-axis angular power densities radiated from a typical undulator in SPring-8.

<table>
<thead>
<tr>
<th>Total power</th>
<th>$P_T$ (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-axis angular power density</td>
<td>$d^2P_T/d(\theta^2\varphi)_{\theta=0,\varphi=0}$ (kW/mrad$^2$)</td>
</tr>
<tr>
<td>144.2 (at zero emittance)</td>
<td></td>
</tr>
<tr>
<td>130.0 (at finite emittance)</td>
<td></td>
</tr>
</tbody>
</table>

The distribution of angular power density because an undulator will be usually installed in a high-$\beta$ (large electron beam size and small angular divergence) section in a finite electron emittance storage ring. The parameters of the high-$\beta$ section in SPring-8 are listed in Table 3. The angular distribution of the angular power density at finite electron emittance is calculated using a computer code called 'URGENT'2,3. The calculated results are included in Table 2 and Fig. 5. The on-axis angular power density at finite electron emittance is about 10% lower than that at zero emittance.

Table 3. Electron beam size and angular divergence at the center of a high-$\beta$ straight section in SPring-8.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural emittance $\varepsilon_0$ (mrad)</td>
<td>$6.99 \times 10^{-9}$</td>
</tr>
<tr>
<td>Coupling coefficient $\kappa$ (%)</td>
<td>10</td>
</tr>
<tr>
<td>Horizontal emittance $\varepsilon_x$ (mrad)</td>
<td>$6.35 \times 10^{-9}$</td>
</tr>
<tr>
<td>Vertical emittance $\varepsilon_y$ (mrad)</td>
<td>$6.35 \times 10^{-10}$</td>
</tr>
<tr>
<td>Horizontal betatron function value $\beta_x$ (m)</td>
<td>23.346</td>
</tr>
<tr>
<td>Vertical betatron function value $\beta_y$ (m)</td>
<td>10.283</td>
</tr>
<tr>
<td>Horizontal RMS electron beam size $\alpha_x$ ($\mu$m)</td>
<td>365.2</td>
</tr>
<tr>
<td>Vertical RMS electron beam size $\alpha_y$ ($\mu$m)</td>
<td>60.8</td>
</tr>
<tr>
<td>Horizontal RMS angular divergence $\alpha_x$ (mrad)</td>
<td>16.5</td>
</tr>
<tr>
<td>Vertical RMS angular divergence $\alpha_y$ (mrad)</td>
<td>7.9</td>
</tr>
</tbody>
</table>
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SPring-8 is a third generation ring, which is to be operated with the electron energy of 8 GeV and the beam current of 100 mA, and optimized for insertion devices (IDs). Thirty four straight sections of 6.65 m in length (19 high-β and 15 low-β ones) are prepared for insertion devices (IDs) in SPring-8. Multi-pole wigglers (MPWs) will be usually installed in the low-β straight section (small electron beam size and large angular divergence as shown in Table 1). The spectrum radiated from a typical MPW in SPring-8, whose parameters are shown in Table 2, was calculated by two different methods, and the results will be described in this report.

**Method 1**: The MPW, that has a vertical periodic sinusoidal magnetic field, can be regarded as a sequence of bending magnets (BMs) with alternate polarities. Thus, the spectrum of a MPW is broad and smooth similar to that of a BM, but has 2Nw intensity enhancements of the BM radiation, where Nw is the number of magnetic periods. On-axis spectral brightness in the unit of photons / sec / 0.1% b.w. / mrad² / mm² from MPW is expressed in practical unit as follows:

\[
B(E) = 1.33 \times 10^{13} E e \frac{1}{(E p/E p c)^2} K n (v) N w ,
\]

where \(E e\) is the electron energy, \(I\) is the beam current, \(E p\) is the photon energy, and \(K n (u)\) is the \(n\)-th modified Bessel function, and \(E p c\) is the critical photon energy given by

\[
E p c [\text{keV}] = 0.665 E e ([\text{GeV}] B y p [T]).
\]

Here, \(B y p\) is the the peak of periodic sinusoidal magnetic field on-axis. When the effect of electron beam emittance is taken into account, the intensity of on-axis spectral brightness is reduced by multiplying the factor \(A\), expressed as follows:

\[
A = \frac{1}{\sqrt{1 + (\sigma_{x}/(K y / \gamma))^2}} \frac{1}{\sqrt{1 + (\sigma_{0}/\sigma R(E p/E p c))^2}} ,
\]

where \(K y\) is the deflection parameter expressed as in practical unit:

\[
K y [\text{non-dimension}] = 93.4 B y p [T] \lambda w [m],
\]

and \(\gamma\) is called the "relativistic energy factor" expressed as in practical unit:

\[
\gamma = 1957 E e [\text{GeV}].
\]

As \(\gamma\) is 15656 in SPring-8, the vertical FWHM radiation cone is 63.9 μrad (= 1/\(\gamma\)) at the critical photon energy. \(\sigma_R (u)\) is the vertical RMS angular divergence for synchrotron radiation by an electron as a function of photon energy, which is given by

\[
\sigma_R (E p/E p c) = \frac{1}{\gamma} \left[ \int_{E p/E p c}^{E p c} \frac{2 \pi \sigma (y) d y}{K R (E p/E p c)} \right]^{1/2} ,
\]

Table 1. Electron beam size and angular divergence at the center of a low-β straight section.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural emittance</td>
<td>6.99 nm rad</td>
</tr>
<tr>
<td>Coupling coefficient</td>
<td>10 %</td>
</tr>
<tr>
<td>Horizontal betatron function value</td>
<td>1.116 m</td>
</tr>
<tr>
<td>Vertical betatron function value</td>
<td>8.715 m</td>
</tr>
<tr>
<td>Horizontal RMS beam size</td>
<td>84.2 μm</td>
</tr>
<tr>
<td>Vertical RMS beam size</td>
<td>72.1 μm</td>
</tr>
<tr>
<td>Horizontal RMS angular divergence</td>
<td>75.5 μrad</td>
</tr>
<tr>
<td>Vertical RMS angular divergence</td>
<td>8.8 μrad</td>
</tr>
</tbody>
</table>

Table 2. Parameters of a typical MPW in SPring-8.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic period length</td>
<td>0.18 m</td>
</tr>
<tr>
<td>Number of periods</td>
<td>22</td>
</tr>
<tr>
<td>Total length</td>
<td>3.96 m</td>
</tr>
<tr>
<td>Peak magnetic field on-axis</td>
<td>0.952 T</td>
</tr>
<tr>
<td>Critical photon energy</td>
<td>40.5 keV</td>
</tr>
<tr>
<td>Critical wavelength</td>
<td>0.31 A</td>
</tr>
<tr>
<td>Deflection parameter</td>
<td>93.4 B y p [T]</td>
</tr>
<tr>
<td>Fundamental photon energy on-axis</td>
<td>26.2 keV</td>
</tr>
</tbody>
</table>
Fig. 1. On-axis spectral brightness with the effect of electron emittance from a typical MPW when the MPW is regarded as a sequence of BMs. The on-axis spectral brightness with the effect of electron emittance from a BM in SPring-8 is also shown. Critical photon energies for the BM and the typical MPW in SPring-8 are represented by open circles.

Table 3. Parameters of the SPring-8 storage ring.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron energy [GeV]</td>
<td>8</td>
</tr>
<tr>
<td>Beam current [A]</td>
<td>0.1</td>
</tr>
<tr>
<td>Energy spread [%]</td>
<td>0.10936</td>
</tr>
</tbody>
</table>

expressed as

\[ p_{ee}(\langle Ee \rangle) = \frac{1}{\sqrt{2\pi\sigma_{ee}}} \exp\left[\frac{(Ee - \langle Ee \rangle)^2}{2\sigma_{ee}^2}\right], \quad (7) \]

where \( \langle Ee \rangle \) is the nominal energy of the storage ring and \( \sigma_{ee} \) is the standard deviation. Here, \( \langle Ee \rangle \) is 8 GeV and \( \sigma_{ee}/\langle Ee \rangle \) is designed to be 0.10936% in SPring-8 as shown in Table 3.

The photon energy at the peak of the nth-harmonics on-axis spectral brightness of MPW radiation is given by in practical unit:

\[ E_p(n) [\text{keV}] = 9.5 \times 10^{-3} \times n \times Ee^2 [\text{GeV}] / (1 + \frac{K y^2}{2}) / \lambda_w [\text{m}]. \quad (8) \]

Since the photon energy is proportional to the square of the electron energy as shown by eq. (8), the relative energy spread of photon energy is 2 times as large as that of electron energy.

\[ \frac{\Delta E_p}{E_p} = \frac{\sigma_{ee}}{E_p} \Delta E_e. \quad (9) \]

In order to include the electron energy dependence in the MPW radiation spectrum, \( B(E_p;Ee) \) is defined as the on-axis spectral brightness from the electron energy of \( Ee \). Then, the spectrum with the effect of electron energy spread is given by the following integration:

\[ B(E_p) = \int_{-\infty}^{\infty} B(E_p;\langle Ee \rangle + \Delta E_e) p_{ee}(\langle Ee \rangle + \Delta E_e) d\Delta E_e. \quad (10) \]

Practically, it is sufficient to integrate only in the region of \([-3\sigma_{ee}, 3\sigma_{ee}]\). However, this integration is a very time consuming calculation, because many \( B(E_p;\langle Ee \rangle + \Delta E_e) \) have to be calculated for different \( \Delta E_e \). Therefore, an assumption expressed by eq. (11) is introduced:

\[ B(E_p;\langle Ee \rangle + \Delta E_e) \approx B(E_p - \Delta E_p;\langle Ee \rangle). \quad (11) \]

Equation (11) means that the effect of electron energy shift, \( \Delta E_e \), is approximated by the same amount of the photon energy shift, \( \Delta E_p \), given by eq. (9) with opposite sign. This assumption would be sufficient to estimate the energy spread effect in the region of \([-3\sigma_{ee}, 3\sigma_{ee}]\). Then, eq. (10) is rewritten as

\[ B(E_p) = \int_{-\infty}^{\infty} B(E_p - \Delta E_p;\langle Ee \rangle) p_{ee}(\Delta E_p) d\Delta E_p. \quad (12) \]

where \( p_{ee}(\Delta E_p) \) is a Gaussian distribution of photon energy:

\[ p_{ee}(\Delta E_p) = \frac{1}{\sqrt{2\pi\sigma_{ee}^2}} \exp\left[\frac{\Delta E_p^2}{2\sigma_{ee}^2}\right]. \quad (13) \]

using variable transformation expressed by eq. (14), with the constraint of eq. (15)

\[ p_{ee}(\langle Ee \rangle + \Delta E_e) d\Delta E_e = p_{ee}(\Delta E_p) d\Delta E_p. \quad (14) \]

\[ \sigma_{ee} = \frac{\sigma_{ee}}{E_p} \langle Ee \rangle. \quad (15) \]

The on-axis spectral brightness from the typical MPW was calculated using the code of URGENT including only the effect of electron emittance, and the modification mentioned above was adopted to obtain the spectrum with the effect of energy spread. The spectra with and without inclusion of the effect of energy spread around the photon energy of 1 keV and 10 keV are shown in Figs. 2 and 3, respectively. As a result, the spectrum around 1 keV oscillates in a range of about 2 figures when the energy spread...
Fig. 3. On-axis spectral brightness around the photon energy of 10 keV including the effect of electron emittance with and without the effect of electron energy spread from the typical MPW SPring-8. Solid line represents the spectrum with the effect of electron emittance only, bold line the spectrum with the effect of both electron emittance and energy spread.

is not included. The inclusion of the effect of energy spread reduces the oscillation so that the ratio of the spectral maximum value to the minimum is about 8. In the vicinity of 10 keV, the oscillation is totally smoothed out by the effect of energy spread. This smoothing spectrum is obtained if the conditions $3\sigma_{\text{Ep}} > \text{Ep}(1)$ and $\text{Ep} < \text{Ep}_e$ are satisfied. Both spectra using method 2 are consistent with the spectrum shown in Fig. 1 using method 1 when the average value is taken only for the spectrum of 1 keV region.
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V-2-13. Progress in the Magnet System for SPring-8 Storage Ring

J. Ohnishi, N. Kumagai, S. Motonaga, H. Takebe, S. Matsui, K. Kumagai, and T. Ouchi

SPring-8 storage ring has 88 dipole, 480 quadrupole, and 336 sextupole magnets. We have finished manufacturing and test of their prototypes. Presently, design of real magnets has been almost completed and their production has started. Each first magnet of the three types will be completed in March, 1992. All magnets will be delivered by March, 1995.

Figure 1 shows the magnet arrangement in a unit cell of the storage ring. Two synchrotron radiation beam lines are extracted from an insertion device and a dipole magnet in the unit cell. Quadrupole and sextupole magnets have two sizes of magnet yokes in order to make the radiation beam line pass through. Detailed drawings of dipoles, quadrupoles, and sextupoles are shown in another report. Table 1 shows parameters of these magnets.

Completed magnets will start to be delivered from the beginning of 1993 in Nishi-Harima site where the storage ring will be constructed. All the magnets will be subjected to field measurements to verify their field performances. After the field measurements, ten quadrupoles and seven sextupoles in each unit cell will be aligned precisely on three straight girders and will be transferred to the storage ring building. Finally, 144 girders and 88 dipole magnets will be aligned along the ideal orbit of the storage ring.

Followings are also in progress in order to perform a construction program for the magnet system; design of power supplies, design of steering magnets and pulsed magnets for beam injection, design of water cooling system for magnets, design of the girders, preparation and improvement of field measurement devices, and

---

Table 1. Parameters of the storage ring magnets.

<table>
<thead>
<tr>
<th>Family</th>
<th>dipole Q1,Q10</th>
<th>Q2,Q9</th>
<th>quadrupole Q3, Q8</th>
<th>Q4, Q7</th>
<th>Q5, Q6</th>
<th>S1,S7</th>
<th>sextupole S2, S3, S5, S6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of magnets</td>
<td>88</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>Gap height/Bore diameter (mm)</td>
<td>63.8</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>92</td>
</tr>
<tr>
<td>Effective field length (m)</td>
<td>2.804</td>
<td>0.35</td>
<td>0.97</td>
<td>0.51</td>
<td>0.41</td>
<td>0.51</td>
<td>0.30</td>
</tr>
<tr>
<td>Magnet length (m)</td>
<td>3.09</td>
<td>0.48</td>
<td>1.10</td>
<td>0.64</td>
<td>0.54</td>
<td>0.64</td>
<td>0.41</td>
</tr>
<tr>
<td>Magnet weight (Kg)</td>
<td>4950</td>
<td>970</td>
<td>2520/3090</td>
<td>1390</td>
<td>1130</td>
<td>1690/1390 635 800 1060</td>
<td></td>
</tr>
<tr>
<td>Field strength, max (T, T/m, T/m²)</td>
<td>0.679</td>
<td>B</td>
<td>17.6</td>
<td>17.4</td>
<td>16.2</td>
<td>17.1</td>
<td>420</td>
</tr>
<tr>
<td>Turn numbers per pole</td>
<td>14</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Turn number per pole</td>
<td>14</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Conductor size (mm)</td>
<td>26 x 18.3</td>
<td>10 x 16</td>
<td>10x 16</td>
<td>10 x 16</td>
<td>9.5 x 8</td>
<td>9.5 x 8</td>
<td>9.5 x 8</td>
</tr>
<tr>
<td>Hollow size (mm)</td>
<td>10 x 9</td>
<td>5 x 9</td>
<td>5 x 9</td>
<td>5 x 9</td>
<td>5 x 9</td>
<td>5 x 9</td>
<td>5 x 9</td>
</tr>
<tr>
<td>Current, max (A)</td>
<td>1270</td>
<td>536</td>
<td>592</td>
<td>544</td>
<td>504</td>
<td>533</td>
<td>300</td>
</tr>
<tr>
<td>Current, max (A/mm²)</td>
<td>3.22</td>
<td>3.81</td>
<td>4.80</td>
<td>3.88</td>
<td>3.59</td>
<td>3.80</td>
<td>5.45</td>
</tr>
<tr>
<td>Conductor resistance (mΩ)</td>
<td>8.64</td>
<td>16.6</td>
<td>39.7</td>
<td>20.9</td>
<td>18.2</td>
<td>20.9</td>
<td>36.0</td>
</tr>
<tr>
<td>Voltage drop, max (V)</td>
<td>11.0</td>
<td>8.90</td>
<td>21.9</td>
<td>11.4</td>
<td>9.17</td>
<td>11.1</td>
<td>10.8</td>
</tr>
<tr>
<td>Power dissipation (KW)</td>
<td>13.9</td>
<td>4.77</td>
<td>12.1</td>
<td>6.28</td>
<td>4.62</td>
<td>5.94</td>
<td>3.24</td>
</tr>
<tr>
<td>Cooling circuits</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Water flow (l/min)</td>
<td>22.1</td>
<td>11.0</td>
<td>15.8</td>
<td>9.6</td>
<td>10.4</td>
<td>9.6</td>
<td>4.0</td>
</tr>
<tr>
<td>Pressure drop (Kg/cm²)</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Temperature rise (°C)</td>
<td>9.0</td>
<td>6.2</td>
<td>11.0</td>
<td>9.4</td>
<td>6.4</td>
<td>8.9</td>
<td>11.6</td>
</tr>
</tbody>
</table>

---

---

---
investigation of precise alignment of magnets.
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336 sextupole magnets will be installed in the SPring-8 storage ring for chromaticity correction. Their alignment accuracy is required to be less than about 0.1 mm from calculation so that the stop band width of a certain resonance of the beam may be kept smaller than the allowance value. In achievement of such a precise alignment, it becomes important that the magnetic field center of the sextupole magnet is measured and marked accurately.

As a preliminary test for the precise alignment, we tried to analyze the position of the field center and the strength of a dipole field from the field measurement of a prototype magnet. The magnetic field was mapped with a hall probe on vertical planes of ±15 mm square. Mapping interval was 1 mm and measured data were obtained at 961 points a plane. Using these data, following parameters were fit by the least square method:

expression: \[ \text{B}_{\text{meas}} = -B_y \sin \theta + B_x \cos \theta + B_0 \]

\[ B_x = 6a(x - x_0)(y - y_0) \]

\[ B_y = 3a ((x - x_0)^2 - (y - y_0)^2) \]

parameters: 
- a: the strength of a sextupole field
- \(x_0, y_0\): position of the field center
- \(B_0\): the strength of a dipole field
- \(\theta\): tilt of the hall probe

Figure 1 shows displacement of the field center with the strength of an exciting current. The displacement of about 10 \(\mu\)m is small enough to affect the beam. Figure 2 shows the change of a dipole field with excitation levels. The strength of the dipole field produces COD smaller than an expected alignment error of quadrupole magnets. However, even a dipole field of several gausses shifts zero field lines by about a hundred micron meters and leads difficulty in finding the field center.

We need to measure the positional difference between the magnetic and the geometric center for precise alignment of sextupole magnets. We start to develop an equipment for measuring and marking the field center of the sextupole magnets in consideration of the above results.
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V-2-15. Design of Steering Magnet System for the SPring-8 Storage Ring

K. Kumagai, H. Takebe, J. Ohnishi, and S. Motonaga

Twelve steering magnets are installed in the unit cell for COD collection as shown in Fig.1. Six magnets are prepared for the horizontal steering, the rest of magnets for the vertical steering, and a total of 576 steering magnets are placed along the ring.

Maximum field strength of 0.0267 T m for the horizontal and 0.0133 T m for the vertical correction are required. The design parameters for these magnets are summarized in Table 1. In order to make use of commercial power supplies, the peak current and voltage are set a ceiling to 5A - 50V. In the first step of operation of the storage ring, about 160 power supplies will be prepared and assigned by the matrix switch to the magnets which are most effective for the COD correction. All magnets are cooled by air.

One type of the horizontal steering magnets (STH) and two types of the vertical steering magnets (STV) have been designed. Fig.2 shows the field distributions calculated by a 2-D code, LINDA. The region where the field deviation is less than 1% is calculated to be over the horizontal and vertical ranges of 40 mm. The magnets

![Fig. 1. Arrangement of the steering magnets, lattice magnets and other elements in the unit cell of the 8 GeV storage ring.](image1)

![Fig. 2. Field distributions of the steering magnets calculated with a 2-D code LINDA. Each distribution is normalized at x, y = 0.](image2)

![Fig. 3. One type of the vertical steering magnets (STV).](image3)
are ordinary C-magnets except one of the vertical steering magnets which is shown in Fig. 3. A prototype of this magnet was constructed so as to measure the fields to verify the design.

Two pairs of fast feedback steering magnets (STF) which are used to collect the slight vibration of optical axis are installed on both sides of the insertion devices. The STF magnets produce vertical and horizontal fields. The magnets can be controlled in several tenths Hz. The vacuum chamber in the gap of a magnet is made of stainless steel in order to avoid the growth of eddy currents on the chamber. Two of the fast feedback steering magnets are incorporated to the vertical steering magnets (STV), and the remaining two magnets are window flame-magnets. Details of these magnets’ design is now in progress.
The injection system of the storage ring of SPring-8 is composed of four septum magnets and four bump magnets. The last septum magnet located most downstream of the injection line is a passive type shielding magnet excited with a pulsed current. The magnetic fields on the reference orbit and the bump orbit of the storage ring (It is called 'stray fields') are shielded by eddy currents in the septum (wall).

Actually, the thickness of the septum wall at the exit from injection section is required to be about 1.5 mm to acquire high injection efficiency. In the respect of beam dynamics, the strength of stray fields should be smaller than 30 G m on the bump orbit, while smaller than 1 G m on the reference orbit is required.

We have made experiments using a septum magnet in order to estimate the strength of the stray field, pulse width of an exciting current, and thickness and structure of septum.

A cross sectional view of the septum magnet is shown in Fig. 1. The magnet length is 1 m and the core is made of 0.35 mm thick laminated silicon steel plates coated with electrical insulator and glued with epoxy. The septum magnet is operated with a half-sine pulse of 40-μsec or 100-μsec width produced by the discharge of capacitors. Magnetic fields were measured by a cylindrical search coil.

Figure 2(a) shows the time dependence of the stray field against the magnet gap field (source field) in case of the copper septum of 0.8 mm thick and a pulse width of 100 μsec. The strength of the stray field has a maximum just after when an exciting current finishes. The stray field is given by the subtraction of the field induced by eddy currents on the septum (wall) from the source field. Figure 2(b), (c) shows the stray field under the condition that a no-oriented silicon steel plate of 0.15-mm thickness is added to the outside of the copper septum (wall). Figure 2(c) shows the strength of the stray field at the current strength that the silicon steel plate is just saturated magnetically. Figure 2(b) is the stray field under the condition that the silicon steel plate is saturated enough and the stray field is required.

![Fig. 1. Cross sectional view of the septum magnet.](image)

![Fig. 2. Time dependence of the magnetic stray fields against the source fields. Pulse width is 100 μsec. (a), in case the septum (wall) is a copper plate of 0.8-mm thickness; (b) and (c), in case the silicon steel plate of 0.15-mm thickness is combined with copper septum.](image)
appears. From these results, it is clear that the stray fields are reduced to be small enough for the tolerances unless the silicon steel plate is saturated magnetically.

Figure 3(a) shows the peak strength ratio of the stray field to the source field as a function of the thickness of copper septum (wall). It decreases exponentially with the thickness. Figure 3(b) shows the peak strength ratio of the stray field to the source field as a function of the pulse width of an exciting current. It also decreases as the pulse width reduces. A design of the septum magnet in case that a field strength is about 5000 G in a gap is suggested by using Figs. 2 and 3. Following conditions are required in order not to make the silicon steel plate saturated: Pulse width is 40 μsec (required for flatness at the peak current), thickness of the copper plate and the silicon steel plate are 0.85 mm and 0.15 mm, respectively.

On the basis of the experimental results we could find a design plan for the actual magnet for SPring-8 storage ring.
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V-2-17. Calculation of Magnetic Field Attenuation by Metallic Coating and Core Material for Pulsed Magnet

S. Matsui, K. Kumagai, H. Miyade, N. Kumagai, and H. Takebe

(1) Calculation of magnetic field attenuation by metallic coating

A ceramic chamber whose inside surface is covered with thin metallic coating is used to avoid the eddy current field induced by the magnetic field with fast time dependence. A precise calculation is required for holding a longer flat top in a short pulse width. It is not easy to calculate analytically the field inside the elliptical chamber in a core gap of some distance.

As illustrated in Fig.1, the following are assumed: 1) the shape of the coating is elliptical; 2) the magnetic pole face is wide so that the effect of edge part is negligible; 3) the eddy current can be divided into symmetrical current loops $I_i (i=1,2,\ldots)$.

The interaction between the current loop $I_i$ and $I_j$ is not only direct one but also includes ones through the influence of core. These interactions expressed in terms of mutual inductance $M_{ij}$ are calculated by using image currents which account for the effect of core. Then, using Faraday's law the following equations are given,

$$\frac{dl_i}{dt} = \frac{1}{L_i} (\frac{d\Phi(t)_{\text{ext},i}}{dt} - liR_i - \sum_j M_{ij}dl_j) (i=1,2,\ldots)$$

where $\Phi(t)_{\text{ext},i}$ represents the flux given by the magnet, $R_i$ is the resistance of the circumference of the loop $i$, and $L_i$ is its self inductance. These differential equations can be solved numerically by integrating $dl_i/dt$ for every very short time using a computer. The whole size of this computer program including graphics is 150 lines in BASIC, and the solver part is only 15 lines. This easy method is general and can be used for the calculation of eddy current and the dynamic magnetic field in the dipole magnet. If the coating thickness is much larger than the skin depth, the eddy current must be divided into multi loops on a few layers.

Figure 2 shows the behaviour of the magnetic flux density $B$ at the center ($x=0$) and a shift point ($x=1.6$ cm) on the median plane, when the coating thickness (the sheet resistance $R_s$) is changed. The $B$ at $x=0$ was almost the same as that at $x=1.6$ cm. If $R_s=0.1\Omega/\square$, a flat top of $1\mu$s is impossible.

The averaged heat power including eight pulses during one second is plotted versus $R_s$ in Fig.3. Since the shape of the magnetic flux must be trapezoidal and also in view of heat, it is desirable that the sheet resistance is larger than $1\Omega/\square$.

(2) Core material for pulsed magnet

In order to obtain a magnetic field during a short time, ferrite has been used as a core mate-
rial, because its high frequency characteristics is good. However the saturation B of ferrite is about 0.3 T (Tesla). Therefore we can not obtain a strong magnetic field with ferrite. On the other hand, the saturation B of steel or amorphous alloy is higher than 1 T. Though the high frequency characteristics of steel and amorphous alloy is worse than that of ferrite because of the eddy current etc., a gap in the magnet improves these characteristics. In order to determine the core material for bump magnets, the permeability and phase shift of several materials (thin steel, ferrite, amorphous, and dust core) were measured at high frequencies.

Figure 4 shows the effective permeabilities vs frequency at B=0.001 T. The core shape made of a thin steel (25μm,50μm) and amorphous 1,2 is cut core with an about 4cm×6cm frame and that of others is toroidal with a radius from 2 cm to 3 cm. Phase shift shown in Fig.5 was obtained by measuring the time difference between two sinusoidal waves, that is, the current of the primary coil and dB/dt of the secondary coil.

Figure 6 shows the B obtained by integrating dB/dt, when the shape of the exciting current is trapezoidal. The ratio of the gap length lg to the magnet length lm is 2/15 (left), and 0 (right). This core material is "Steel(50μm)". These waveforms of B were similar to the calculated ones using the data in Figs.4 and 5.

Since actually used B is the order of 0.3 T, the raised B for a short time was examined. After the residual magnetization was disappeared by exciting the core by fading ac current, a linearly increasing current was applied for 2μs. Then the maximum B was obtained by integrating dB/dt. Figure 7 shows the maximum B which can be achieved in 2μs vs H. The B of a ferrite sample saturates at around 0.2 T, while that of steel, amorphous or dust core does not seem to saturate.

Fig. 4. Effective permeability vs frequency.

Fig. 5. Phase shift vs frequency.

Fig. 6. Measured current and dB/dt and integrated B.

Fig. 7. B achieved in 2μs against H.
V-2.18. Measurement of Ripple Field in the B, Q, Sx Magnets with an Aluminium Vacuum Chamber for the SPring-8 Storage Ring

H. Takebe, S. Matsui, J. Ohnishi, K. Kumagai, S. Motonaga, and N. Kumagai

Detailed design for the SPring-8 storage ring magnet power supply system has been made. A high stability and low ripple current are required for the bending (B), quadrupole (Q), and sextupole (Sx) magnets. Magnetic field ripples, induced by current ripples, are modified by an aluminium vacuum chamber. This ripple fields were measured inside the vacuum chamber of the B, Q, and Sx magnets, in order to decide a current ripple tolerance of the power supply.

The magnetic field ripple was measured inside and outside of the vacuum chamber. Figure 1 shows the cross sectional view of the model Q magnet and the model vacuum chamber. The length of the chamber is 40 cm, and the model magnet is 45 cm (Sx) and 50 cm (Q) in length, respectively.

Fig. 1. Cross sectional view of the Q magnet with the vacuum chamber. The azimuthal length of the model chamber is 40 cm, and the model magnet is 45 cm (Sx) and 50 cm (Q) in length, respectively.

Fig. 2. The schematic diagram of the measurement for magnetic ripple field induced by the vacuum chamber.

Fig. 3. Magnetic ripple field distribution of the Q magnet (±3.4 A, 60 Hz) with / without the vacuum chamber.

Fig. 4. Frequency dependance of the magnetic ripple field of the Q magnet (x=0 mm, I=±0.85 A) with the vacuum chamber.
Figure 3 shows ripple field distributions measured for the Q magnet with and without the vacuum chamber. The vertical scale is shown in a dBV unit which is $20 \log(V)$. This field distribution without the chamber is the same as the sextupole DC field distribution. A different field distribution is induced by an eddy current in the aluminium vacuum chamber. The field strength is decreased with the frequency. Figure 4 shows the frequency dependence of the magnetic ripple field of the Q magnet (at $x = 0 \text{ mm}$, $I = \pm 0.85 \text{ A}$) with the vacuum chamber. The vertical scale is compensated for the search coil’s output frequency characteristic.

Figure 5 shows the obtained ripple field distributions of the Sx magnet. The ripple field strength in the Sx magnet vacuum chamber at $I = \pm 3.4 \text{ A}$ (0 to peak, 60 Hz) is 4.2 gauss, which perturbs an electron beam position in 0.19 mm ($y = \beta \Delta B l / (B_p)$, where $\Delta B = 4.2 \times 10^{-4} \text{T}$, $\beta = 30$, $B_p = 26.7$, $l = 0.40 \text{ m}$). In order to reduce this beam displacement to within 0.002 mm, the ripple current (Sx) must be less than $10^{-4}$. Similar measurements were done with the B magnet. The ripple field strength in the bending magnet is reduced to be less than 1/100 of the field without the chamber. So, the ripple current allowance for the B magnet can be larger than that of Q and Sx magnets. The shapes of the vacuum chamber and magnets for the actual machine are slightly changed. The measurements for the real machine will be done next year.
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V-2-19. Design of Magnet Power Supply Control System for the SPring-8 Storage Ring

H. Takebe, T. Wada, T. Masuda, and N. Kumagai

The total number of the 8 GeV storage ring (SR) magnet power supplies (PS) is more than 600, and 40 or 480 PSs are floated from the ground level with a few hundreds volts. A current control system for this huge number of PSs was investigated from a viewpoint of isolation, noise rejection, reliability and also economics. For these purposes, an optical fiber linked remote I/O (RIO) system was designed for the VME expansion system.

Table 1 shows the required current stability, ripple, and power consumption of the magnet and PS. The total number of the large PSs for B, Q, and Sx is 17. Magnets in the same group are connected in series and excited by one power supply. The current stability and ripple are both within $1 \times 10^{-4}$.

Some Q-magnets, which are connected in series, are adjusted by auxiliary PS circuits (in the long straight sections) to correct the modulation of the beta function and phase advance. These current corrections are needed up to a few % of the maximum current. These PSs (QA) are floated from the ground level with a few hundreds volts.

The steering magnets have independent power supplies. The total number of St-PSs is so large (576) that the maximum current must be small (5 A) to reduce manufacturing cost.

Each reference voltage for the large PS is given by a 16 bit DAC controlled by the digital output of the RIO type-B as seen in Fig.1-i). These DACs for the B, Q, and Sx PSs are installed in the PS cubicle's temperature controlled housing.

The St and Q-aux PSs are controlled by an analog signal ($-10\sim+10\,V$), using the RIO type-A. The installations of the RIO to the QA-PS and the St-PS are shown in Fig.1-ii), iii). The RIO card is installed in the PS chassis with the same guard level. The RIO operation power (5V, ±15V) is supplied by them. The RIO type-A also has an ADC and monitors the actual current by a shunt resistance output.

Table 1. Required current stability, ripple, total power consumption, connection type and the number of the PSs in the PS rooms A, B, C and D.

<table>
<thead>
<tr>
<th>Magnet PS-Name</th>
<th>Curr(A)</th>
<th>Volt(V)</th>
<th>Ripple</th>
<th>Stabi.</th>
<th>No.</th>
<th>kW</th>
</tr>
</thead>
<tbody>
<tr>
<td>B BP</td>
<td>1270</td>
<td>1176</td>
<td>1E-4</td>
<td>1E-4</td>
<td>1</td>
<td>1340</td>
</tr>
<tr>
<td>Q1-10 BP1-10</td>
<td>392-568</td>
<td>431-1165</td>
<td>1E-4</td>
<td>1E-4</td>
<td>10</td>
<td>3749</td>
</tr>
<tr>
<td>Sx1-7 SP1-7</td>
<td>300</td>
<td>706-1238</td>
<td>1E-4</td>
<td>1E-4</td>
<td>7</td>
<td>1611</td>
</tr>
<tr>
<td>Q1-10 QA1-10</td>
<td>4-23</td>
<td>19-44</td>
<td>3E-3</td>
<td>3E-3</td>
<td>480</td>
<td>52</td>
</tr>
<tr>
<td>St1-12 StP1-12</td>
<td>38-103</td>
<td>1E-2</td>
<td>1E-2</td>
<td>576</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. i) Installation example of the Remote I/O cards (RIO-B) and power supply (B,Q,Sx : total 18). ii) QA-Auxiliary Power Supply (40-480). iii) Steering Magnet Power Supply (192-576)
10 or 20 QA-PS) are enclosed in one power supply cubicle. A 16 bit status (power on/off, fuse, transistor break down, temperatures, oven, polarity, ext-interlocks, door, water flows, etc.) is read by the same RIO type-B.

This system consists of the following devices (see Fig. 2),

![Remote I/O cards (type-A, B and C)](image)

1) Master card; VME module,
2) Star branch; glass fiber cable from the master to slave cards (1:62),
3) RIO (slave card) which has the following three types,
   Type-A: 16 bit DAC, 16 bit ADC (input: 0-1V, 0-10V, +1V, ±10V),
   Type-B: 32 bit digital output, 32 bit digital input (photo isolated),
   Type-C: 16 bit digital output, 32 bit digital input, 16 bit ADC + 16 ch MPX,
4) Optical fiber cable (Dupont Co.Ltd) with a connector: JIS-C 5977 F08.

The size of the RIO type-A is 128(H) × 172(D) mm (same as the VME module single height), and the size of type B and C is 262(H) × 172(D) mm. The RIO master controller, which has a dual port RAM, is a VME module. The interface between the master and slave (RIO card) is an RS485 and HDLC protocol with a transfer speed of 1 Mbps. Industrial products can be employed for this system. The data format is shown in Fig. 3. The transfer speed of six byte read write between 31 RIOs and VME master controller is estimated to be 6 mS.

![Data format of the RIO and master module](image)

The currents of the multiple PSs must be changed simultaneously for an orbit correction. Therefore, one VME CPU controls any combination of four St-PSs in any PS room (digital feedback system), if one VME CPU manages 576 RIO cards. Also, if a fast feedback for this correction is necessary, an analog signal can be added to the DAC's reference voltage.
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An operation of a 1 MW high power klystron for the SPring-8 began from January 1991 and important data were obtained. Since the specification of the klystron itself was already mentioned in Ref. 1, only interesting results are briefly described.

Before high power operation, interlock system which cuts off ac-6.6 kV power line with the vacuum circuit breaker (VCB) within 20 ms was excessively checked for the sake of safety of operators and machines. The interlock system consists of many sensors, typically directional couplers to detect reflected power, arc sensors attached on waveguides, thermometers to measure temperatures of water fed to a 1 MW dummy load, 250 kW dummy loads and a collector of a klystron.

To test the capacity of a klystron, RF power from the klystron was guided through a WR1500 waveguide to a 1 MW dummy load. At first, the cathode and anode were set at 60 kV and 37 kV, respectively. Then 508.58 MHz input RF power was fed to the klystron. Under this condition the input RF power was gradually increased up to 300 kW. To raise the output RF power furthermore, the cathode was switched to 73.7 kV. Then output RF power was increased almost to 600 kW. However, big reflected power from a 1 MW dummy load was suddenly detected, and in a moment the klystron power was automatically stopped because of the interlock system. We tried to overcome this trouble by changing the water flow rate from 500 l/min to 720 l/min, but failed. A few weeks later, at last we were able to know the cause of a big RF power reflection. The water used for the klystron system was purified water of the electric conductivity of around 0.2 \( \mu \)S/cm. Unfortunately such pure water absorbs little power near 500 MHz, tap water of the conductivity more than 100 \( \mu \)S/cm contrarily absorbs much power. Thus we switched pure water to tap water (120 \( \mu \)S/cm). We began the klystron high power test again. The cathode was set to the maximum level of 90 kV, and the output RF power from the klystron attained to 1 MW smoothly. In Fig.1, we show the VSWR versus the output RF power in cases of pure water and tap water. There are no data at 1 MW RF power in the figure, since the reflected power in directional coupler disappeared due to the temperature rise in all waveguides by the high RF power.

On the other hand, the RF radiation problem became serious; particularly the RF power leaked from a part of the joint of water. We therefore removed the rust around flanges and covered them with a glue including silver. Copper tapes, moreover, were wound round them. After all, RF radiation was suppressed to an allowable level. Now the klystron works stably and is used for the test of cavities.
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V-2-21. Development of a High Power RF Input Coupler for the SPring-8 Storage Ring


In the SPring-8 storage ring, 32 couplers are needed in total. Each coupler feeds the RF (508 MHz, CW) power up to 100 kW to a single-cell cavity at 100 mA. It is necessary to use a coupler durable for the high power RF operation.

A high power RF input coupler of a loop coupling type has been developed. It consists of an adaptor with a door-knob type device from a WR1500 waveguide to a coaxial line, an RF window for vacuum seal, and a loop antenna. A cross section of this coupler is shown in Fig. 1. The WR1500 waveguide is made of an A6061 aluminum alloy. The coaxial line is made of an OFHC copper and is terminated by the loop. Power loss at the coaxial line is estimated about 110 W for the input power of 100 kW. Both inner and outer conductors are cooled by water flow of 5 l/min. The coupling to the cavity is adjusted by rotating the direction of the loop, and consequently the effective coupling area to the magnetic field is varied. The RF window, 170 mm in diameter and 10 mm thick, made of a 95 % alumina disk is mounted on a choke structure of the coaxial line. It is estimated for the RF window to have a 30 W power loss at the input power of 100 kW. The RF window is directly cooled by forced air of 210 l/min by a blower. The choke structure is designed to be in impedance matching (50Ω) between the ceramics and the coaxial line.

![Diagram of a coupler](image)

Fig. 1. Cross section of a prototype coupler.

The prototype coupler was tested by using a test stand of 1 MW klystron. It was mounted on a coupler port of a five-cell prototype cavity which was developed for the booster synchrotron by JAERI SPring-8 design team. The five-cell cavity was evacuated by a turbomolecular pump (500 l/sec) and a sputter ion pump (400 l/sec). The RF power was slowly increased by keeping the pressure below $3 \times 10^{-7}$ Torr. The surface temperature of the RF window was monitored by

![Temperature graph](image)

Fig. 2. Temperature of the RF window versus input power.

---

* Kobe Steel, Ltd.
** JAERI SPring-8 Design Team.
four thermocouples which were placed at the atmospheric pressure sides. At input power of 50 kW, no glow discharge was observed from a view port of the cavity just located on the opposite side of the coupler. But the RF window was heated up to about 60°C (see Fig.2). If the input power was further increased, breakdown of the RF window by the thermal stress might happen. For that reason, the coupler power test was stopped. If only the cooling system would be improved, the RF power over 50 kW might be fed to the coupler. We will try again another high power test up to 100 kW after reinforcement of the cooling system.
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A five-cell cavity for the SPring-8 booster synchrotron was designed by Japan Atomic Energy Research Institute, as shown in Fig.1. The relevant parameters are listed in Table 1. Since this cavity has been tested from various points of view, the results experimentally obtained are briefly summarized.

Firstly, as to vacuum issues, after a bakeout at 120 °C for 24 hours, the pressure attained to $6.6 \times 10^{-3}$ Torr. And also, when a 250 kW RF power was fed to the five-cell cavity, the obtained pressure was $2 \times 10^{-7}$ Torr. This is good enough for the booster synchrotron ring in a continuous RF high power operation. Secondly, for the RF characteristics, the dependence of resonant frequency on the temperature of the cavity was measured by heating up the cavity using a mantle heater which covered the whole cavity. It was observed that the resonant frequency ($TM_{610} \pi$ mode) varied proportional to the temperature almost linearly as shown in Fig.2, and its changing rate was reduced to be 8.095 kHz/°C. Furthermore, it was obtained that the movement of a tuner position from $-20$ mm to $+50$ mm corresponds to 1.9 MHz on the band width of the resonant frequency, as shown in Fig.3. The obtained data were consistent with the expected values.

We fed RF power from the klystron to the cavity and could obtain important data. This was the first trial for the klystron to be operated for a high power test using a cavity. One day was spent for the aging of the cavity and input coupler at the level of around 50 kW RF power and then RF power was gradually increased to 250 kW in 5 days. During a high power test, serious
troubles happened, for example unusual temperature rising at the ceramic window of an input coupler, pressure increasing in the cavity due to out gas from a wall induced by arc discharge (maybe, multipacting). The former was solved by using cooled dry air. The latter was suppressed as time elapsed by the aging effect. The 250 kW high power operation was kept for 24 hours without any trouble. Thus the initial high power test was successfully completed.
There are four RF acceleration stations in the SPring-8 storage ring, and each station consists of eight RF cavities (Cn) and a light absorber (AB) as in Fig. 1. Four pumping ports are distributed in each RF station. One is on the absorber and the other three are on the evacuation chambers (EC). Each pumping port will consist of a 2000 l/sec lumped non-evaporable getter pump (LNP), a 400 l/sec sputter ion pump (SIP). Expected pressure in the early stage of machine operation will be in mid $10^{-10}$ Torr without beam and mid $10^{-9}$ Torr with beam. Lower pressure will be expected after aging process through a prolonged period of stable machine operation. To keep oil free environment non-oil type pumps will be installed along with turbomolecular pumps (TMP) for rough evacuation. These mechanical pumps are to be shut off after startup, thus unnecessary vibration can be eliminated.

Two types of cavities have been investigated in the test setup shown in Fig. 2. One is constructed by diffusion bonding and the other by electron beam welding. There are no significant differences between the two types from the viewpoint of assembling methods, that is, both cavities reached $4 \times 10^{-10}$ Torr by the extractor gauge (EXTR) after two days bakeout at 150 to 200 °C. Above results are in good agreement with $1 \times 10^{-10}$ Torr estimated with the cavity inner surface area of about 8000 cm$^2$, the pumping port conductance of 440 l/sec, and 140 l/sec SIP$^*$ assuming 1 to $5 \times 10^{-12}$ Torr·l/sec/cm$^2$ of out gassing from oxygen free high conductivity copper. It implies that our primary goal is attainable in the configuration in Fig. 1 when beam is off.

There have been pointed out several problems on the present SIP, TMP, pressure gauges, control sequence, and layout of the components. We have been solving these problems and implementing the improvements towards the final design. In addition to the above problems some leakage appeared in the flange port joints after a few heat cycles, therefore, care must be taken especially in bonding or welding ports onto the cavity body. Taking advantages of higher bakable temperature and easy handling we have replaced

---

* Effective pumping power decreases from the specification value with the decreasing pressure below $10^{-4}$ Torr.
** There were originally aluminum flanges and evacuation chamber with a light slit and RF shield.
aluminum components** by stainless steel ones. We are currently concentrating on the following tasks as a final step: bakeout cycles, desorbed gas analysis, and vacuum control and interlock system design.
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Electron beams in storage rings interact electro-magnetically with their environment such as vacuum chambers, rf cavities, kickers, and so on, and sometimes become unstable. This phenomenon is called instabilities and limits the quality and/or quantity of electron beams.

Impedance is a figure of merit of an environment. It defines strength of interactions of the environment with electron beams, and should be carefully estimated in the design of the environment. In this study, the author focuses on above cutoff high frequency broad band impedances of the vacuum chambers.

The broad band impedance has a low Q value, which means that the interaction is of short range and is responsible for single bunch instabilities. The longitudinal broad band impedance causes the instabilities which increase the energy spread in a bunch; hence it sets the required rf voltage for usual operation of the ring with the small number of bunches and it must be kept low enough in free electron laser experiments which are highly sensitive to the energy spread.

The transverse broad band impedance causes the instabilities which excite the transverse motion of electrons in a bunch and lead to the loss of beams.

Loss parameters of several components of the storage ring, such as rf cavities, tapered transitions at insertion devices, weldings and franges are calculated with the 2-D code TBCL. The loss parameter is the energy-gain of a bunch through the interaction with environments and is the measure of the relative strength of the impedances of individual components of an environment.

The results are shown in Figs. 1 and 2 for the longitudinal and transverse loss parameters respectively. The longitudinal impedance is dominated by the rf cavities. Here, the author subtract the contribution of the trapped high Q modes of rf cavities because the contribution of these modes to the impedace is easily estimated with the code URME-T. The transverse impedance is dominated by the tapered transitions at the insertion devices.

Further studies on the impedance are necessary to get quantitative estimation of stabilities of the beam.
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Fig. 1. Longitudinal loss parameters.

Fig. 2. Transverse loss parameters.
V-2-25. Straight Section Chamber

K. Watanabe, T. Nishidono,* C.Y. Xu, and S.H. Be

We designed a straight section chamber (SSC) for the SPring-8 storage ring, and improved the shape of the vacuum chamber as follows:

1. We changed the inside shape of the beam chamber from the initial race track shape to an elliptical one, and the outside shape to the polygonal one, in order to avoid interference with the newly designed magnetpoles and make sealing space for the flange of the beam position monitor (BPM) electrode. The cross-sectional view and the interference diagram of the SSC with a quadrupole and a sextupole magnet are shown in Figs. 1 and 2, respectively.

2. Figure 3 shows the cross sectional view of the SSC assembled BPM electrode. The BPM electrode flanges are connected directly to the flanges machined on the vacuum chamber. A knife edge seal of a conflat flange could not be used because of the softness of an aluminum alloy A6063T5 vacuum chamber, which is 65-80 in the VICKERS hardness. We used a HELICOFLEX DELTA seal which has a characteristic of low sealing force of 100 daN/cm.

The HELICOFLEX DELTA seal consists of an INCONEL helical spring and a pure aluminum lining. Its flange thickness and bolt size are nearly the same as standard conflats. To obtain the tightening force required for the vacuum sealing, we are considering to use high-strength bolts such as chromium molybdenum steel ones, which have an allowable tensile stress of over 13 kg/mm².

We are planning to test and evaluate the HELICOFLEX DELTA seal.

3. Due to the pressure difference between the atmospheric pressure and vacuum, the calculated deformation of the present chamber at the locations of BPM's was about 0.145 mm, while the deformation required for the BPM's chamber must be within the accuracy of 0.5 mm or less. Therefore, to suppress the chamber deformation, ribs are to be mounted on the chamber. We

* Ishikawajima-Harima Heavy Industries Co., Ltd.
installed the boss on the slot of the SSC to joint the ribs, because the calculated deformation of the slot is largest.\(^\text{1)}\)

(4) To bake out aluminum alloy SSC by means of a heated water bakeout system, we located two heated water channels of 10 mm in diameter at the pumping chamber side, and one racetrack-shaped channel (12 mm × 16 mm) at the opposite side.\(^\text{2)}\)

Fundamental design for vacuum chambers has been fixed, but the detailed design remains to be done.
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V-2-26. Pumping System of the SPring-8

H. A. Sakaue, Y. Hirano, S. Yokouchi, and S. H. Be

The vacuum system consists of two differently shaped aluminum alloy chamber extrusions, four types of absorbers, and various chamber components such as bellows, flanges and valves.

To achieve a beam lifetime of approximately 24 hours, the vacuum chamber with its pumping system should be designed so as to maintain the beam-on pressure of 1n Torr or less. The main pumping system is based on non evaporable getter (NEG) strips, which are used in the straight and bending chamber. In addition to the NEG strips, a distributed ion pump is installed in the bending magnet chamber. Lumped NEG pumps, sputter ion pumps (SIP) and titanium sublimation pumps (TSP) are used at the crotch, absorber and beam line absorber locations.

It is one of our philosophy in the design of the vacuum system that the synchrotron radiation is almost intercepted by the crotches and absorbers placed just downstream and upstream of bending magnets, and not intercepted by the vacuum chamber all around the storage ring. Therefore, concentric pumping system is needed in the crotches and absorbers.

Our main pumping system per unit cell of the ring, which is shown in Fig.1, is based on NEG strips. Lumped NEG pumps and SIP's are used at the crotch and absorber locations. Thus, the main pumping system is a mixed one, which consists of NEG strip, DIP, SIP and lumped NEG pump. The rough pumping system employs the mobile type pumping system (MPS), which consists of a turb molecular pump and a rotary pump.

A pressure gradient profile is calculated based on the pumping system and the synchrotron radiation power distribution. In this calculation, we assumed that the distribution of SR-induced outgassing rate is in proportion to the rate of SR power deposited at crotches and absorbers, and that the compositions of residual gases is 80% $H_2 + 20% CO$. The pressure gradient profile over one cell is shown in Fig. 2. In this figure, three curves show the respective pressure profiles after the integrated stored current of 1, 10, and 100 Ah. We can also find that the average pres-

![Fig. 1. Pumping system per one cell of the storage ring.](image)

![Fig. 2. Pressure gradient profiles after the integrated stored current of 1, 10, and 100 Ah.](image)
sure over the ring decreases with an increase in the integrated stored current. The area where absorbers 1 and 2 are placed, shows the highest pressure in the ring. After 100 Ah, the average pressure is approximately 0.4 nTorr, and a beam lifetime of about 24 hours is expected to be achieved easily. The pressure at the bending magnet and straight sections, except the area where the crotches and absorbers are placed, is not affected appreciably by the integrated stored current. Thus, we conclude that the pressure at the bending magnet sections and the straight sections is mainly governed by the thermal outgassing rate.
Four absorbers (AB1~AB4) per a cell will be installed at the SPring-8 storage ring to protect vacuum chambers and chamber components from being irradiated directly by photon beams from bending magnets. We are designing a new type absorber of a simple structure for AB1 and 2 using a finite element program ANSYS developed by Swanson Analysis Systems, Inc.

The horizontal and vertical cross sections of AB1 are shown in Fig. 1. The body of AB1 is made of aluminum alloy (A6061), but the irradiated section is made of copper (OFHC-class1). We utilize the tight fit method to bond these two materials instead of an expensive transition joint such as explosion bonding or diffusion bonding methods, in order to reduce the cost. To evaluate this structure, we started to make the two-dimensional finite element analysis for a model shown in Fig. 2. We assume that the heat loading is deposited just on the node marked O in Fig. 2 for simplification. As the maximum power density perpendicular to the photon beam for AB1 is 12.9 W/mm², we set the heat loading on the node (O) to be 6.45 W/mm² because of symmetry. Heat transfer is set so as to occur only at the surface along which cooling water flows, while other surfaces are insulated. In calculation of the thermal stress, the fixed point and analytical symmetric surface are also considered as shown in Fig. 2.

We investigated the effect of thermal contact resistance caused by the tight fit. When two bars are brought into contact, a temperature drop ($\Delta \theta$) at the contact plane arises as a result of the thermal contact resistance as shown in Fig. 3. Tachibana derived the following equation to estimate $\Delta \theta$ considering a model which simplified a contact plane.

$$q = 1/R_H \times \Delta \theta = \left( \frac{\lambda_s}{\delta_s} + \frac{\lambda_g}{|\delta|} \right) \left( \frac{\rho}{H_B} \right) \times \Delta \theta$$

$q$: Heat flux passing through the contact plane per unit area and time (W/mm²)

$R_H$: Contact resistance (mm² °C/W)

$\lambda_s$: Thermal conductivity of a solid material = 0.138 (W/mm °C) for A5052

$\lambda_g$: Thermal conductivity of a gas material
\[ q = 3.86 \times 10^{-5} \text{ (W/mm}^\circ\text{C)} \text{ for air at 200°C} \]

\[ H_B = 70 \text{ (kgf/mm}^2\text{)} \text{ for A5052} \]

\[ p > 10 \text{ (kgf/mm}^2\text{)} \]

\[ \delta : \text{Length from the average line of roughness curve to the maximum value} = 0.4 \times 10^{-3} \text{ (mm)} \text{ for machining} \]

\[ \delta_e : \text{Equivalent length to the thermal resistance in a real contact area} = (1 \sim 10) \times \delta \]

Getting the temperature drop for the tight fit of about 3°C from Eq. (1), we estimate it 15°C taking account of a safety factor of 5. Carrying out the thermal analysis, we assumed a virtual area between A5052 and OFHC-class1 in order to consider the effect of the thermal contact resistance caused by the tight fit as shown in Fig. 2. The length of the area was set at 0.1mm only for convenience. The value of thermal conductivity of the area was decided so that the temperature drop of 15°C, as calculated above, may arise in the area.

Figure 4 shows the results of calculation of the temperature distributions for the two cases with and without considering the contact resistance. The maximum temperatures in OFHC and A5052 for the case of Fig. 4(b) are about 220°C and 320°C, respectively. As the maximum temperature on the cooling wall is less than 143°C (B.P. for 4kg/cm² water), we can say that this structure can withstand the power from the point of view of the temperature increase. Analysis for the thermal stress is in progress.
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The PBL (photon beam line) absorber is located at an 11-20 m distance from SR (synchrotron radiation) source points and intercepts the SR from the bending magnet and ID. Thus, we can protect the gate valve placed just downstream of the absorber. Main parameters for the SR and the absorber assembly are shown in Table 1. The absorber target irradiated by the SR is made of copper, which is cooled by flowing water through internal channels. The angle between the photon trajectory and the normal to the front surface of the target is 30°, and thereby the power density at the irradiated surface is reduced. An air cylinder drives the absorber up and down. A welded bellows is used to connect the flange with the movable absorber block for isolating the vacuum from the atmosphere. As shown in Fig. 1, the welding seams between the vacuum and water were considered to be avoided.

In the chamber design, gases released by photodesorption at the target are considered to be efficiently evacuated. In this absorber assembly, a mixed pumping system, which composed of a sputter ion (60 l/s) pump and a titanium sublimation one, will be employed. Further, the pressures with and without photon beam are required to be of the order of less 10⁻¹⁰ torr and 10⁻¹¹ torr, respectively.

Table 1. Main parameters for the SR and the absorber assembly.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>absorber block material</td>
<td>OFHC-1</td>
</tr>
<tr>
<td>distance between the absorber and the SR source point</td>
<td>11000 mm (BM1)</td>
</tr>
<tr>
<td></td>
<td>14500 mm (BM2)</td>
</tr>
<tr>
<td></td>
<td>21276 mm (ID)</td>
</tr>
<tr>
<td>irradiated area</td>
<td>0.58 cm²(BM1)</td>
</tr>
<tr>
<td></td>
<td>1.01 cm²(BM2)</td>
</tr>
<tr>
<td></td>
<td>1.7 cm²(ID: BM1+BM2)</td>
</tr>
<tr>
<td>beam power</td>
<td>0.71 kW(ID: BM1+BM2)</td>
</tr>
<tr>
<td>power density 0.536 kW/cm²(BM1)</td>
<td>0.3 kW/cm²(BM2)</td>
</tr>
<tr>
<td></td>
<td>0.42 kW/cm²(ID: BM1+BM2)</td>
</tr>
<tr>
<td>stroke</td>
<td>30 mm</td>
</tr>
<tr>
<td>closing time</td>
<td>&lt;2 second</td>
</tr>
<tr>
<td>lifetime</td>
<td>3.8 x 10⁴ cycles</td>
</tr>
<tr>
<td>working pressure of air cylinder</td>
<td>5 kg/cm²</td>
</tr>
<tr>
<td>cooling water flux</td>
<td>12 l/min</td>
</tr>
</tbody>
</table>

Fig. 1. Schematic diagram of PBL absorber assembly.
In the SPring-8 storage ring, the majority of SR (Synchrotron Radiation) photons are consumed by interactions with a crotch placed just downstream of bending magnets. In the design of the crotch, thermal stress caused by high power deposited on the crotch absorber and gas desorption originated from the SR irradiation are two main problems to be considered. In addition, to avoid the excessive production of ozone and corrosives in the air surrounding the vacuum chambers, the SR shielding is also to be considered in the crotch design.

The crotch absorber is made of copper of approximately 30 mm in thickness, and the photons of energies less than 80 keV are almost stopped at the absorber (Fig. 1). To reduce further the radiation level outside the vacuum chamber, additional shielding is necessitated. The shielding is provided with a 2 mm thick tungsten plate. An effect of the additional shielding is also shown in Fig. 1. The additional shielding with a 2 mm thick lead plate is provided at the absorber just upstream of the bending magnet (not shown here).

The tracks of one hundred photons obtained by the Monte Carlo method are shown in Fig. 2. The photon with 200 keV is shot to a copper target of 20 mm in thickness. The tracks of photons passing through the copper target are drawn in the right area of copper target. The tracks of photons backscattered are shown in the left area of the copper target. In the copper target, the dispersed area of photons is about 20 mm in diameter.

Figure 3 shows the spectrum of bremsstrahlung passing through a copper target of 40 mm in thickness. This bremsstrahlung occurs by interaction of electrons and residual gases in a vacuum chamber. The following assumptions for the residual gases were made. 1) The gaseous pressure is $1.33 \times 10^{-7}$ Pa ($10^{-9}$ Torr). 2) The gaseous components are 80% H₂ and 20% CO in volume. The direct spectrum of bremsstrahlung is nearly independent of the electron energy and the intensity is about 5-6 photons/sec · 0.1% b.w. However, the intensity of passing spectrum increases to about 200 photons/sec · 0.1% b.w. in peak because of the shower effect. A pointed peak at 511 keV shows γ-rays due to annihilation of electron-pair. The intensity of bremsstrahlung is sufficiently less than the intensity of the SR from a bending magnet.
V-2-30. Comparison of Copper and Aluminum as the Chamber Wall Material of the Photon Absorber

S. R. In and S. H. Be

The photon absorbers to be installed in the SPring-8 storage ring are commonly composed of two parts; a trapping chamber and a transition part with a cutting edge. It is safely assumed that the latter part belongs to the beam chamber. Each part can be simplified as a model structure which has two components; an absorber interacting directly with the synchrotron radiation (SR), and a chamber confining back-scattered and reflected photons, photoelectrons, secondary electrons, and desorbed gas molecules as shown in Fig. 1. Glidcop is the most probable candidate material of the absorber. Copper (OFHC) and aluminum alloy (A6061) are reasonable chamber materials. Up to now copper has been considered as the best chamber material because mainly of its low photodesorption yield. However it is not surprising that aluminum alloy is newly under consideration as the chamber material from an economical point of view taking into account various conveniences in the whole fabrication processes. The effects of the two chamber materials to the total gas desorption is compared with each other.

Let’s consider three configurations; (1) all copper system, (2) all aluminum system and (3) copper absorber + aluminum chamber system. In the first and third cases Glidcop is assumed to show nearly the same characteristics of the SR interaction as copper. The gas desorption from the copper chamber wall was estimated to be slightly larger than that of the copper absorber by about 15%. If the experimental photodesorption data of a certain material are available, the contribution of each component to the total photodesorption is independently evaluated.

The gas desorption from the copper absorber holds about 46.5% of the total photodesorption. By the same way it is recognized that the aluminum chamber charges about 52% of the photodesorption in the second case. Some experimental results show that the photodesorption rate of aluminum is much higher than that of copper by more than one order. Therefore it seems very reasonable that the gas desorption is increased greatly by one order or several times in the composite system of the 3rd case compared with the first case.

However the gas desorption from the aluminum chamber installed with a copper absorber was calculated to be only 1/10 of the expected one in the second case. This is originated from the fact that the photoelectron yield of copper is about one-fifth of that of aluminum, and the photodesorption rate is approximately proportional to the emission rate of the photoelectrons. The contributions of secondary effects to the gas desorption from the chamber are merely 15%, 10% and 30% in the cases of (1), (2) and (3), respectively. The gas desorption rate of the aluminum chamber is only 2 times larger than that of the copper chamber as long as the absor-

<table>
<thead>
<tr>
<th>Material</th>
<th>Relative Photodesorption</th>
<th>Absorber</th>
<th>Chamber</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) All copper</td>
<td>1</td>
<td>1.15</td>
<td>2.15</td>
<td></td>
</tr>
<tr>
<td>(2) All aluminum</td>
<td>10</td>
<td>11</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>(3) Copper absorber + Aluminum chamber</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Model structure of the photon absorber composed of separate absorber and chamber.

Table 1. Comparison of the three configurations.
ber material is not changed from copper. Table 1 summarizes the results of the rough estimation of relative contributions of the absorber and the chamber to the total photodesorption for the three configurations.

From Table 1 the photodesorption rate in the third case is about 1.4 times larger than that of the first case.
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Synchrotron Radiation Interactions in the Photon Absorber

S.R. In and S.H. Be

Only a few % of the total synchrotron radiation (SR) produced in the storage ring are utilized for experiments. The majority of the SR photons are consumed by interactions with photon absorbers. There are three main problems to be considered on the SR interaction in the photon absorber: radiation shielding, thermal stress, pressure rise due to transmitted photons, absorbed photons energy, and photodesorption. The former two topics are discussed separately in this volume. Here we report only on the last issue.

Photodesorption is a complicated process including all the phenomena concerning gas desorption originated from the SR irradiation on the absorber material. It is widely admitted that gas desorption is caused mainly by electron interactions, but rarely by direct photon interactions. Photoelectrons, reflected photons and fluorescences are generated by the SR photons. Further secondary electrons are produced from the surrounding walls by the photoelectrons and the scattered photons. Gas molecules are desorbed from the material surface by both the emitted and incident electrons.

Photoelectrons produced by SR cannot easily escape from the absorber material because the mean free path of an electron is much less than that of a photon above ultraviolet. The photoelectron yield is increased with a decrease in the incident photon energy, but there is a threshold energy of a few eV corresponding to a work function depending on the material and the surface conditions. SR from a bending magnet has a broad spectrum from microwave to hard X-ray. The average photoelectron yield of a copper absorber for the SR spectrum in the SPring-8 storage ring was calculated to be about 0.01 using experimental quantum efficiencies (number of electrons produced by one photon of a certain energy).

The secondary electron yield of the incident photoelectrons on the chamber walls is safely assumed to be about 0.5 regardless of the material. The average energy of the secondary electrons is known to be a few eV, which is not sufficiently efficient to excite gas desorption from chemisorbed bondings.

The fluorescence yield was evaluated by the EGS4 (Electron Gamma Shower Version 4) code modified and supplemented with a low photon energy option and a fluorescence subroutine. The calculation results showed that the number of the photons back scattered by fluorescence is about 5 % of the incident photons, and the power fraction is about 3 %. The energy spectrum of the
fluorescences does not have a low energy part, and consequently the electron yield is much smaller than that of the SR photons.

Electromagnetic waves are reflected by atomic electrons of metals. Reflectivity is very high even at the normal incidence when the photon energy is less than a cut-off energy determined by the plasma oscillation frequency. At low photon energies only the valence electrons can contribute to the plasma oscillation but at sufficiently high energies all the inner shell electrons can be considered as free electrons. For example, the cut-off energy varies from 11 eV to 58 eV in copper. If the photon energy becomes larger than the cut-off energy, the reflectivity drops very rapidly for large incidence angles. There is a critical incidence angle below which the photons of a certain energy are totally reflected. The fraction of the photons which have the energies below 15 eV is about 10 % of the total photon spectrum (Fig.1), and the average reflectivity is approximately 50 % regardless of detailed shape of the material surface. The photoelectron yield of the reflected photons is higher by a few times than that of the parent SR photons. However the gas desorption power of these electrons is expected to be very low because of the low emission energy. The photons incident on the cutting edge with a small curvature can be easily reflected even in the X-ray range, but the viewing angle of the critical reflecting point is negligibly small in the practical geometry and the number of photons reflected actually is also very small.

As a conclusion the contribution of the secondary electrons produced by the photoelectrons, fluorescences and reflected photons to the gas desorption is not important compared with that of the photoelectrons generated by the SR photons.
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V-2-32. Simultaneous Calibration for Two UHV Gauge Heads

T. Hanasaka, Y. Hirano, S. Yokouchi, H. Daibo, and S.H. Be

So far a calibration of ionization gauge heads has been done for one gauge head at the same time to avoid the mutual interference between gauge heads.\textsuperscript{1,2} We investigated whether simultaneous calibration for two heads without the mutual interference is possible or not.

The calibration chamber (Manifold) is shown in Fig. 1. The diameter of the chamber is φ197, and a gas inlet pipe (φ10.5) is at the center of the chamber as shown in Fig. 1 (a). Two nude B-A gauge heads of 75mm in length are attached to the port ① and ④ in Fig. 1 (b). The inner diameter of the connecting tube to the chamber is φ38. The lengths of the tube are 96.5 and 81.5mm, respectively. A spinning rotor gauge (SRG) is used as the standard gauge.

The chamber was evacuated by means of a turbo-molecular pump continuously. The residual pressure was of the order of 10\textsuperscript{-8}Pa. Argon was used as the calibration gas. The adjust knob position of a variable leak valve was kept constant so as to obtain the pressure of about 6×10\textsuperscript{-4}Pa in the chamber.

The filaments of the nude gauges were switched off for about 30 seconds and switched on for about 5 minutes periodically. During measurements of about 50 minutes, the switching-on/off was repeated about 10 times per the gauge in turn. The pressure during the switching-off of one B-A gauge was measured with the SRG and the other B-A gauge.

The changes in pressure (1) before, (2) during, and (3) after the switching-off were compared. If two gauges interfere each other, change in the pressure would be shown. However, there was no apparent change in the pressure by this switching operation of the filaments as shown below.

The changes in the pressure of the two nude gauges during the measurements were about ±0.7\% and ±1.4\%, respectively. The fluctuation in pressure of the SRG was within ±0.7\% during the measurements. These three values (fluctuations in the SRG and two nude gauges) around ±1\% were considered to be small enough, and, therefore, we can conclude that there is no apparent interference between the two gauges at the simultaneous calibration.

The changes in the emission current of one gauge at the switching-on/off of the other gauge were also monitored, but the digital indications of 3.99 and 3.98 mA did not change by the switching-on/off of the other gauge filament. This means that there is no electrical interference between the two nude gauges.

The simultaneous measurement under the residual pressure of the order of 10\textsuperscript{-8}Pa was also carried out. In this pressure region, the outgas from the nude gauges could not be neglected. The

![Diagram](image-url)

Fig. 1. Experimental setup for the calibration of vacuum gauges.
(a) Schematic diagram of the vacuum system.
(b) Upside view of the calibration chamber.
pressure of one gauge decreased at the turning-off of the other gauge filament by about 20% or so. However, there was also no special interference between the two gauges.

From these experiments, it is concluded that the simultaneous calibration of two gauge heads is possible. The calibration is to be carried out for the pressure range larger than $10^{-4}$Pa from a point of view of the SRG accuracy.
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In the SPring-8 storage ring, synchrotron radiation (SR) is almost absorbed by crotches and absorbers placed just downstream and upstream of bending magnets and not intercepted by the vacuum chamber all around the storage ring. As the gas load due to photodesorption is several order higher than thermal gas load, the pressure rise due to the photodesorption influences critically the vacuum performance of the storage ring. Photoelectrons, reflected photons and fluorescent are generated by the SR photons. Further secondary electrons are produced from surrounding walls by the photoelectrons and the scattered photons. The gas desorption is caused mainly by electron interactions with absorber material, but rarely by direct photon interactions.

So far photodesorption yield (h) for SR of the critical energy of several keV has been measured, but data of h for SR of approximately 30 keV as in the SPring-8 storage ring are not available. We are planning experiments for acquisition of data concerning h for SR of high critical energies including elucidation of the photodesorption mechanism. Measurements of photoelectron generated by the SR irradiation on the material are very important for elucidation of the photodesorption mechanism.

---
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V-2-34. Magnetic Field Measurements on JSR Undulator

T. Takada and S. Sasaki*

Magnetic field of the JSR\(^1\)(JAERI Storage Ring) undulator was measured. Parameters of this device are shown in Table 1 and the coordinate system used in this report is shown in Fig. 1.

The vertical component of the magnetic field, \(B_y\), as a function of the electron path length, \(z\), was measured with 2 mm step on \(z\) axis using a Hall probe and a measurement system (PC9801, gpib, motor driving system and laser distance measurement system, etc.) for electromagnetic magnets in SPring-\(^2\) at 10 different magnetic gap widths from 30 mm to 90 mm. The measured field, \(B_y(z)\), at 70 mm gap width is shown in Fig. 2 as a function of the path length, \(z\), setting the origin of \(z\) axis at the center of the undulator. The average and the variance of peaks of the periodic sinusoidal field except the two peaks at both edges are shown in Fig. 3 as a function of the gap width. The peak field as a function of the magnetic gap width, \(g\), for a pure permanent magnet type undulator is expressed by the following analytical expression:\(^3\)

\[
B_y(g) = 2Br \left[ \sin \left( \frac{\pi}{4} \right) \left( 1 - \exp \left( -2\frac{\pi h}{\lambda u} \right) \right) \right] \cdot \exp \left( -\frac{\pi g}{\lambda u} \right).
\]

Table 1. Parameters of a JSR undulator.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Magnetic gap width range</th>
<th>Average peak field range</th>
<th>Deflection parameter range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure permanent magnet?Halbach type</td>
<td>[45, 90] mm</td>
<td>[0.276, 0.045] T</td>
<td>[2.06, 0.34]</td>
</tr>
<tr>
<td>Planar type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nd-Fe-B alloy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Br[T] 1.223</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnetic period length (l_u) [m]</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnet block width (w) [m]</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnet block height (h) [m]</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of periods (N_u)</td>
<td>13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total length (L_u = l_u + N_u) [m]</td>
<td>1.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnetic gap width range (g) [mm]</td>
<td>45 - 90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average peak field range (B_{yp}) [T]</td>
<td>0.276 - 0.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deflection parameter range (K_y = 93.4 B_{yp} [T] \cdot l_u [m])</td>
<td>[2.06, 0.34]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Coordinate system for the pure permanent magnet type undulator.

* JAERI (Japan Atomic Energy Research Institute), SPring-8 Project Team.
A least squares fit was made to the measured 10 data points with eq. (1), and Br was found to be 1.147 T, whereas the nominal value of Br of the magnetic material, Nd-Fe-B, is 1.223 T. In Fig. 4, deflection parameter, Ky, is shown, which is calculated with the average peak field.

In order not to disturb the closed orbit of the electron in the storage ring, it is necessary to have the horizontal and vertical angles and displacements to be zero at the exit of undulator when installed in a straight section. The horizontal and vertical angles (Δδ, Δθ) and displacements (Δx, Δy) as a function of path length, z, can be expressed as follows:

$$\Delta \delta(z) = \frac{e}{m_c c} I_x(z) = \frac{0.299}{E_e [\text{GeV}]} I_x(z) [\text{T} \cdot \text{m}],$$

$$\Delta \theta(z) = \frac{e}{m_c c} I_y(z) = \frac{0.299}{E_e [\text{GeV}]} I_y(z) [\text{T} \cdot \text{m}],$$

$$\Delta x(z) = \frac{e}{m_e c} I_x(z) = \frac{0.299}{E_e [\text{GeV}]} I_x(z) [\text{m}],$$

$$\Delta y(z) = \frac{e}{m_e c} I_y(z) = \frac{0.299}{E_e [\text{GeV}]} I_y(z) [\text{m}],$$

where e is the elementary charge, m_e is the electron mass, c is the velocity of light, γ is called the 'relativistic energy factor' that is the ratio of the total electron energy to the rest mass, 511 keV, E_e is the electron energy, and Ix, Iy, Ix, and Iy are defined as:

$$I_x(z) [\text{T} \cdot \text{m}] = \int_{-z}^{z} B_y(z_i) [\text{T}] dz_i [\text{m}],$$

$$I_y(z) [\text{T} \cdot \text{m}] = \int_{-z}^{z} B_x(z_i) [\text{T}] dz_i [\text{m}],$$

Figure 5 shows Ix(z) and Iy(z) at 70 mm gap width calculated by using measured field, By(z), as a function of the path length, z. Figure 6 shows Ix(z = 0.75 m) and Ix(z = 0.75 m) as a function of the gap width, which are integrated in the measured interval from −0.75 m to 0.75 m. These remained field integrations, Ix, and Ix, have to be compensated in some way, such as by using the steering magnets.

The JSR undulator is installed in a straight section of JSR without steering magnets, and undulator radiation in the visible light region is observed.4)
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V-2-35. Magnetic Field Measurements on SPring-8 Prototype Undulator

T. Takada, N. Matsuki,* and S. Sasaki*

Magnetic field of the SPring-8 prototype undulator was measured. The parameters of this device are shown in Table 1 and its photograph is shown Fig. 1.

The SPring-8 prototype undulator was designed as planar type with a wedged-pole hybrid configuration. One of the advantages of the wedged-pole hybrid design is its higher magnetic field strength on-axis than that of a pure permanent magnet type (Halbach design) and a conventional hybrid type undulators for the same magnetic gap width range available, that is, a wider tunability of photon energy for experiments is expected. The measurement of the vertical component of the magnetic field, By, on-axis was done for 21 different gap widths. The peak values of the periodic sinusoidal field on-axis were averaged, and the average peak fields are shown in Fig. 2 with open circle as a function of the magnetic gap width.

Table 1. Parameters of a SPring-8 prototype undulator

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Wedged-pole hybrid type</th>
<th>Planar type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnet block material</td>
<td>Nd-Fe-B alloy</td>
<td></td>
</tr>
<tr>
<td>Nominal remnant field</td>
<td>Br [T]</td>
<td>1.1</td>
</tr>
<tr>
<td>Pole material</td>
<td>Vanadium permendur</td>
<td></td>
</tr>
<tr>
<td>Magnetic period length</td>
<td>λu [m]</td>
<td>0.033</td>
</tr>
<tr>
<td>Number of poles</td>
<td>Nu</td>
<td>123</td>
</tr>
<tr>
<td>Number of periods</td>
<td>Nu − Nu/2</td>
<td>61.5</td>
</tr>
<tr>
<td>Total length</td>
<td>Lw [m] = λu [m] · Nu</td>
<td>2.0295</td>
</tr>
<tr>
<td>Minimum magnetic gap width</td>
<td>g [mm]</td>
<td>13.5</td>
</tr>
<tr>
<td>Maximum average peak field on-axis</td>
<td>Byp [T]</td>
<td>0.587</td>
</tr>
<tr>
<td>Maximum deflection parameter</td>
<td>Ky = 93.4 Byp [T] · λu [m]</td>
<td>1.608</td>
</tr>
</tbody>
</table>

The peak field on-axis as a function of the magnetic gap width for the SPring-8 prototype (wedged-pole hybrid type), the pure permanent magnet type and the conventional hybrid type undulators.

The peak field on-axis as a function of the magnetic gap width for the pure permanent magnet type undulator is expressed by the following analytical formula:

$$By_p(g) = 2Br \frac{\sin(\pi/4) \exp \left( -\pi \frac{g[m]}{A_l[m]} \right)}{4} \times \left( 1 - \exp \left( -2\pi \frac{h[m]}{A_l[m]} \right) \right), \quad (1)$$

where $By_p$ is the peak field on-axis, $g$ is the magnetic gap width, $Br$ is the remnant field of permanent magnet, $\lambda u$ is the magnetic period length and $h$ is the height of magnet block. The peak field on-axis for the hybrid type undulator is expressed as following semi-empirical formula:

$$By_p(g)[T] = 0.95a[T] \exp \left( -b \frac{g[m]}{A_l[m]} + c \left( \frac{g[m]}{A_l[m]} \right)^2 \right), \quad (2)$$

where the factor 0.95 represents the “filling factor” of the high permeability blocks in the undulator assembly. For a conventional hybrid type undulator based on Nd–Fe–B permanent magnet blocks and vanadium permendur configuration, three coefficients $a$, $b$ and $c$ are given by:

$$a[T] = 0.55Br[T] + 2.835, \quad (3)$$
$$b[non-dimension] = -1.95Br[T] + 7.225, \quad (4)$$
$$c[non-dimension] = -1.3Br[T] + 2.97, \quad (5)$$

where $Br$ is the remnant field of Nd–Fe–B permanent magnet, and these expressions are valid for
When \( Br = 1.1 \), the peak field on-axis for the conventional hybrid type undulator is given by

\[
B_{yp}(T) = 0.95 \times 3.44 \exp \left( -5.08 \frac{g}{\lambda u} + 1.54 \left( \frac{g}{\lambda u} \right)^2 \right).
\]

(6)

On the other hand, a least squares fit was made using 10 data points in the interval of \( 0.07 \leq \frac{g}{\lambda u} \leq 0.7 \), during the measured 21 data points with eq. (2). The fitted function was found to be represented by

\[
B_{yp}(T) = 0.95 \times 3.02 \exp \left( -4.12 \frac{g}{\lambda u} + 0.63 \left( \frac{g}{\lambda u} \right)^2 \right).
\]

(7)

The fitted line to 10 data points is shown in Fig. 2 with bold line. In the interval \( 0.41 \leq \frac{g}{\lambda u} \leq 0.7 \), that corresponds to 13.5 mm (minimum gap width) \( \leq g \leq 23.1 \) mm, the SPring-8 prototype undulator has always a higher magnetic field on-axis and gives an about 10 % wider field range than those of the pure permanent magnet type (dotted line) with the height of magnet block, \( h \), of half period length and the conventional hybrid type (solid line) undulators whose remnant field and period length are the same as those of the SPring-8 prototype undulator.

The spectral angular flux density at zero electron beam emittance was calculated with the measured magnetic field distribution, and it was compared with the spectrum calculated with an ideal sinusoidal magnetic field in order to estimate the reduction due to the magnetic field error. As a result, the reduction of peak intensities and shift of photon energy at the peak intensity are remarkable for higher odd harmonics. The reduction of peak intensities for the fundamental, third and fifth harmonics are about 1 %, 13 % and 30 %, respectively.
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V-2-36. Effect of Electrode Displacement on the Measurement Accuracy of Beam Position Monitors for the SPring-8 Storage Ring

S. Sasaki

The beam position monitors (BPMs) used for the SPring-8 storage ring will be a type of capacitive pickup with four electrodes. Their measurement accuracy on electron beam transverse positions has large significance in performance of the storage ring. The overall accuracy is required to be within 100 μm for each BPM from the beam dynamics analysis; better than 50 μm is desirable.

The measurement accuracy depends on various factors such as electronic noise of the signal processing electronics, mechanical accuracy of the machining of electrodes and chambers, mechanical accuracy of the installation of BPMs, and so forth. This report presents the first results of the experimental measurement of the effect of the electrode displacements on the measurement accuracy of the BPM.

For the experiment a test chamber was used, which is schematically described in Fig.1. The electrodes can be moved along its axes guided by the screws embedded on the chamber, whose pitch is 0.5 mm / rotation. A diagram of the experimental set up is depicted in Fig. 2. The antenna was moved in transverse direction to scan the ±7-mm region in the x-y plane. The position data were deduced from the signals on each electrode according to the following equations:

\[ \Sigma = V_1 + V_2 + V_3 + V_4, \]
\[ \Delta x = (V_1 + V_4) - (V_2 + V_3), \]
\[ \Delta y = (V_1 + V_2) - (V_3 + V_4), \]
\[ u = \Delta x/\Sigma, \]
\[ v = \Delta y/\Sigma, \]

where u and v are non-dimensional quantities proportional to x and y in a good linearity region, respectively, and V_1 through V_4 are the voltage induced on electrodes 1 to 4; the correspondence of the electrodes and their numbers are described in Fig. 1. The 508.58-MHz sinusoidal wave signals were input from a synthesized signal generator through a coaxial cable antenna, which was positioned by an x-y-z stage driven by stepping motors. The antenna covered the ±7-mm region with a 1-mm step size in the x-y plane. At each point, the antenna position (x, y) and the voltage signal arisen on each electrode were recorded. The voltage signals were taken by a spectrum analyzer tuned to 508.58 MHz through a coaxial switch to select one of the four electrodes. All the experimental devices were controlled by a Macintosh personal computer through a GPIB.

The measurements were performed for the five settings, in which the electrode No.3 was inserted and drawn back with 1 mm and 2 mm from the reference position, and the reference setting. After the measurements in each setting, correction factors proposed by Lambertson were measured and multiplied. These correction factors...
were at first proposed so that the factors can cancel out the channel to channel deviations of the electrical signals arisen from attenuation and amplification deviations of each channel electronic circuits and cables. Adopting this correction with some symmetry assumptions, mechanical and electrical centers of the BPM chamber agree with good precision. In the reference, Lambertson suggested the possibility to correct the small electrode displacements by this correction method.

An example of the measured data is shown in Fig. 3, each dot in the figure represents \((u,v)\) - data at a certain position \((x,y)\) with 1 mm step size. The origin, \(x=y=0\), was defined as the point where \(u\) and \(v\) have the values close to zero as far as possible. The resolution of the measuring system is a few tens micro meters when converted to the position resolution, which is approximately consistent with the 8-bit vertical resolution of the spectrum analyzer. The sensitivity of the electric signal to the position was deduced from the measurement and found to be \(\partial x/\partial u=16\) mm and \(\partial y/\partial v=19\) mm near \(x=y=0\). To see the effect of the electrode displacement, \(\Delta x=\Delta u \partial x/\partial u\) and \(\Delta y=\Delta v \partial y/\partial v\) are plotted against the displacement, where \(\Delta u\) and \(\Delta v\) are defined as follows;

\[
\begin{align*}
\Delta u &= u \mid_{x=y=0}, \text{ for displaced setting} \\
-\Delta u &= u \mid_{x=y=0}, \text{ for reference setting} \\
\Delta v &= v \mid_{x=y=0}, \text{ for displaced setting} \\
-v &= v \mid_{x=y=0}, \text{ for reference setting}. 
\end{align*}
\]

The sign of displacements is defined as follows; when the electrode is inserted into the inner area of the chamber, displacements has positive values.

Without the correction mentioned above, the values of \(\Delta x, \Delta y\) are twice as big as the displacement values as shown in Fig. 4. However with the correction, they are reduced to one order of magnitude smaller values than those without the correction. This result shows that the displacement of electrodes has very little effects on the position measurement accuracy, provided that the correction is properly performed. Also the requirements to the machining accuracy of the chamber and the electrode positioning mechanism are not very strict; about 100-\(\mu\)m mechanical accuracy will be enough as far as the electrode displacements along their axes are concerned.

Fig. 3. An example of the measured mapping data.

Fig. 4. Position measurement errors against the electrode displacement.
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Accelerator complex of the SPring-8 is composed of a 1 GeV linac, an 8 GeV synchrotron and a main storage ring. The control system of the SPring-8 facility consists of a central control system and several sub-systems for each accelerator. Each sub-system consists of a host computer and several front-end processors (FEP) and an operator's console. These distributed computers are linked by a computer network. For upper hierarchy level computers such as a sub-system host computer, we use workstations (WS) which have the UNIX operating system. For lower hierarchy level FEPs such as VME (Versa Module European) systems, the real time operating system is adopted. For these operating systems, there are many commercially available real time operating systems, for examples,VRTX32, pSOS+, VxWorks, PDOS and OS-9000.1) We have introduced LynxOS for the R&D study of control of a klystron test bench, and OS-9 for that of a linac.

LynxOS is a product of Lynx Real Time Systems Inc., and one of the real time operating systems called "real time UNIX". It copes with multi-user and multi-tasking with a preemptive, priority-based task scheduler.

LynxOS is developed with emphasis on standardization and open systems. It has source level compatibility with a UNIX BSD 4.3 and binary level compatibility with a UNIX system V.3 (SVR3). And also LynxOS complies with POSIX 1003.1 (Application Program Interface) and POSIX 1003.4 (Real Time Extensions). POSIX (Portable Operating System Interface for Computer Environments) is a standard operating system proposed by the IEEE committee. Hence, LynxOS provides an almost complete UNIX developing environment, really we can use the "UNIX standard environment" such as X Window, TCP/IP (Transmission Control Protocol / Internet Protocol) and NFS (Network File System).

LynxOS is currently operated on many platforms which have a CISC chip such as i80386/486 and M680x0, and a RISC chip such as i860, M88000 and MIPS. In the future, LynxOS will support RS6000 and SPARC. The LynxOS for the SPARC will be binary compatible with a Unix System V.4 (SVR4). Hence, we will be able to use it on some kinds of workstations.

The kernel size of LynxOS is about 190KB, which is relatively small for these functions, and

Table 1. Examples of some real time operating systems.

<table>
<thead>
<tr>
<th>OS Name</th>
<th>VRTX32</th>
<th>pSOS+</th>
<th>VxWorks</th>
<th>OS-9000</th>
<th>LynxOS</th>
<th>PDOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microprocessor</td>
<td>680386</td>
<td>680386</td>
<td>80386</td>
<td>80386, 1486</td>
<td>80386, 1486</td>
<td>80386, 1486</td>
</tr>
<tr>
<td>Bus Network</td>
<td>SPARC</td>
<td>SPARC</td>
<td>SPARC</td>
<td>SPARC</td>
<td>SPARC</td>
<td>SPARC</td>
</tr>
<tr>
<td>Protocol</td>
<td>TCP/IP</td>
<td>TCP/IP</td>
<td>TCP/IP</td>
<td>TCP/IP</td>
<td>TCP/IP</td>
<td>TCP/IP</td>
</tr>
<tr>
<td>Kernel Size(KB)</td>
<td>256</td>
<td>256</td>
<td>256</td>
<td>65536</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>Task</td>
<td>256</td>
<td>256</td>
<td>256</td>
<td>65536</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>Priority</td>
<td>256</td>
<td>256</td>
<td>256</td>
<td>65536</td>
<td>256</td>
<td>256</td>
</tr>
<tr>
<td>Multi-Process Network</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>File System</td>
<td>MS-DOS</td>
<td>MS-DOS</td>
<td>MS-DOS</td>
<td>MS-DOS</td>
<td>MS-DOS</td>
<td>MS-DOS</td>
</tr>
<tr>
<td>Switching</td>
<td>15 µs</td>
<td>19 µs</td>
<td>17 µs</td>
<td>220 µs</td>
<td>13 µs</td>
<td>20.2 µs</td>
</tr>
<tr>
<td>Exec. Time</td>
<td>10 µs</td>
<td>7 µs</td>
<td>8 µs</td>
<td>40 µs</td>
<td>30 µs</td>
<td>40 µs</td>
</tr>
<tr>
<td>Measured Condition</td>
<td>1 Wait</td>
<td>no Wait</td>
<td>1 Wait</td>
<td>no Wait</td>
<td>1 Wait</td>
<td>no Wait</td>
</tr>
<tr>
<td>Environment For Development</td>
<td>UNIX, VMS</td>
<td>UNIX</td>
<td>UNIX</td>
<td>OS-9, UNIX</td>
<td>self</td>
<td>self</td>
</tr>
<tr>
<td>Remark</td>
<td>0.20/30/40</td>
<td>0.860, 0.8090, 0.8040</td>
<td>0.860, 0.8090</td>
<td>0.860, 0.8090</td>
<td>0.860, 0.8090</td>
<td>0.860, 0.8090</td>
</tr>
</tbody>
</table>

1) LynxOS is a product of Lynx Real Time Systems Inc., and one of the real time operating systems called "real time UNIX". It copes with multi-user and multi-tasking with a preemptive, priority-based task scheduler.

2) LynxOS is developed with emphasis on standardization and open systems. It has source level compatibility with a UNIX BSD 4.3 and binary level compatibility with a UNIX system V.3 (SVR3). And also LynxOS complies with POSIX 1003.1 (Application Program Interface) and POSIX 1003.4 (Real Time Extensions). POSIX (Portable Operating System Interface for Computer Environments) is a standard operating system proposed by the IEEE committee. Hence, LynxOS provides an almost complete UNIX developing environment, really we can use the "UNIX standard environment" such as X Window, TCP/IP (Transmission Control Protocol / Internet Protocol) and NFS (Network File System).

3) LynxOS is currently operated on many platforms which have a CISC chip such as i80386/486 and M680x0, and a RISC chip such as i860, M88000 and MIPS. In the future, LynxOS will support RS6000 and SPARC. The LynxOS for the SPARC will be binary compatible with a Unix System V.4 (SVR4). Hence, we will be able to use it on some kinds of workstations.

4) The kernel size of LynxOS is about 190KB, which is relatively small for these functions, and
it is ROMable. Hence, it also enables us to use for the embedded systems.

We have purchased LynxOS 1.2.1 for Motorola MVME147 with TCP/IP software in September. It has been installed in a Motorola VME Delta system. Installation is relatively easy. However manuals and support for the installation were not adequate. We spent much time for installing LynxOS with unluckiness that it was installed in the VME system which had been used ever for OS—9.

As the default LynxOS shell is a dl shell (dlsh), it is not compatible with Bourne shell (bsh) nor Korn shell (ksh) nor with C shell (csh).

LynxOS is still young, hence what we are anxious about is errors (bugs) in it.

We need to consider the other real time operating systems. Table 1 shows some of the real time operating systems which we consider. OS—9, which is not in the table, has much reliability and it enables us to use many funds based on the relatively long and much use.

We intend to use expert systems mainly for the alarm message handling system, and partly for automatic operations. Introducing an AI tool "NEKPT OBJECT", a feasibility study of an expert system for the operation of a test stand of a klystron is started.
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VI. RADIATION MONITORING

1. Residual Radioactivity in the 160 cm Cyclotron and Its Surrounding Facilities

I. Kohno, M. Miyagawa, Y. Matsuzawa, S. Kagaya, H. Kato, and T. Katou

Residual $\gamma$-ray-emitting radio-nuclides in components of the RIKEN 160 cm cyclotron and its surrounding facilities were measured with a HPGe detector. These measurements were made before disassembling of the cyclotron and its surrounding facilities at about one year after the shutdown of the machine.

The cyclotron was shut down at the end of April 1990 after 23 years operation. During these 23 years the cyclotron was typically in use for 4000 to 5000 hours/year and produced beams of p, d, $^3$He, $^4$He and light heavy ions ($^{12}$C, $^{14}$N, $^{16}$O, and $^{20}$Ne). Accelerated beam energies ranged from 5 to 16 MeV for p, 8 to 25 MeV for d, 18 to 45 MeV for $^3$He, 16 to 50 MeV for $^4$He and the internal currents of these beams were 10 to 50 $\mu$A. Heavy ions were accelerated at the energy from 60 to 150 MeV and the average internal currents were about 1 $\mu$A. At these energies and currents measurable levels of radioactivity were produced in the cyclotron and its surrounding facilities. For the purpose of discussing the possibility of disassembling of these facilities, it is necessary that is available the quantitative information on the degree of radioactivation.

$\gamma$-ray dose rates were measured at various points (A~G) outside the cyclotron at the same height as the beam line and the slit box as shown in Fig.1, with an ionization-chamber survey meter and a NaI scintillation survey meter. Table 1 summarizes the dose rates measured. $\gamma$-

Fig. 1. Schematic view of the accelerating chamber arrangement and beam transport system.

1.Side yoke; 2.Dees; 3,Coil tank; 4, RF-deflector; 5, Beam focusing magnetic channel; 6, Ion source; 7, Beam probe; 8,32" oil diffusion pump; 9, Beam exit flange; 10, Exaust pipe for ion source; 11, Oscillator tank; 12, Gate drop probe; 13, Winch

A,B,C,D,E,F, and G indicate points where $\gamma$-ray was measured. point G is outside the bottom part of a diffusion pump.

Small alphabets indicate the points smeared. a,b,c,d, deflector electrode; e,f, septum electrode; g,h,i,j, Dees; k,l,m, n, earth plate; o,p,q,r, inside the slit box.

<table>
<thead>
<tr>
<th>Detection point</th>
<th>NaI scintillation survey meter ($\mu$Sv/h)</th>
<th>Ionization chamber survey meter ($\mu$Sv/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>B</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>C</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>D</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>E</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td>F</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td>G</td>
<td>2.4</td>
<td>2.4</td>
</tr>
</tbody>
</table>
ray spectra were measured with a HPGe detector at various points (A~G) to assign radio-
uclides. Radioactive nuclides assigned are $^{22}$Na, $^{54}$Mn, $^{60}$Co, and $^{65}$Zn. γ-ray spectra of 
small samples smeared out from several mate-
rials (a~r in Fig.1) inside the vacuum chambers 
were measured. Radioactive nuclides assigned
are $^{22}$Na, $^{54}$Mn, $^{60}$Co, $^{65}$Zn, $^{182}$Ta, $^{183}$Re, $^{184m}$Re, and $^{185}$Os, $^{182}$Ta, $^{183}$Re, $^{184m}$Re, and $^{185}$Os were found in 
the samples smeared out from the deflector elec-
trode and the septum (made of tungsten metal 
strip). As was expected, we found only long lived 
uclides.
VI-2. Routine Monitoring of the 160cm Cyclotron, RILAC, and TANDETRON

I. Sakamoto, K. Ogiwara, M. Yanokura, T. Kobayashi, M. Iwamoto, and I. Kohno

Routine radiation monitoring was carried out for the 160cm cyclotron, RILAC, and TANDETRON from January to September 1991.

(1) Residual activities of the cyclotron

In February 1991, the dose rates due to residual activities of the machine were measured at 9.5 months after the machine shutdown; the result is shown in Fig. 1.

(2) Contamination in the cyclotron building

Surface contamination was below $10^{-2}$ Bq/cm$^2$ on the floors of the cyclotron building. Radioactive substances were handled in the hot laboratory and two chemical laboratories. The radioactivity at the exit of the draft chambers was found to be small, of the order of $10^{-8}$ Bq/cm$^3$.

(3) Contamination of drainages

Radioactivities in the drain water from the cyclotron and the RILAC buildings were found to be of the order of $10^{-4}$ Bq/cm$^3$. The total activity in aqueous effluents was 15 kBq.

(4) Radiation monitoring of RILAC and TANDETRON

The leakage radiation during operation of RILAC was measured outside the RILAC building every three months. No leakage of $\gamma$ rays and neutrons from the RILAC building was detected.

No contamination due to residual activities was found on the floors of controlled area and in conditioned air in the RILAC building.

X-ray monitoring was carried out for TANDETRON, when an aluminum target was bombarded with 1.5 MeV He$^+$ ions of 1 nA. The maximum irradiation dose rate measured around TANDETRON was 1 $\mu$Sv/h. No leakage of X-rays was detected around the target chamber and outside the TANDETRON room.

Fig. 1. Residual activities (1 cm dose-equivalent in $\mu$Sv/h) of the cyclotron.
VI-3. Exposure Dose Monitoring of RIKEN Accelerator Workers

M. Miyagawa, I. Sakamoto, T. Katou, Y. Matsuzawa, S. Kagaya, H. Kato, and I. Kohno

The external exposure doses received by RIKEN accelerator workers (374 persons) were measured by using γ ray and neutron film badges. The external doses from January to March, 1991, are given in Table 1. One nuclear chemist gave the external dose of 0.1 mSv owing to γ ray. The external doses owing to thermal and fast neutron exposures were below the detection limit.

Table 1. External exposure doses (effective dose-equivalent in mSv) received by RIKEN accelerator workers from January to March, 1991.

<table>
<thead>
<tr>
<th>Workers</th>
<th>Number of persons</th>
<th>Collective dose (mSv)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dose</td>
<td>0.1-1</td>
</tr>
<tr>
<td></td>
<td>undetectable</td>
<td>(mSv)</td>
</tr>
<tr>
<td>Accelerator physicists and Operators*</td>
<td>46</td>
<td>0</td>
</tr>
<tr>
<td>Nuclear physicists</td>
<td>105</td>
<td>0</td>
</tr>
<tr>
<td>Researchers in other fields</td>
<td>198</td>
<td>1</td>
</tr>
<tr>
<td>TANDETRON workers</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>Health physicists</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>373</td>
<td>1</td>
</tr>
</tbody>
</table>

* Operators: For RIKEN Ring Cyclotron and RILAC.
Average dose per person, 0.0002 mSv; maximum individual dose, 0.1 mSv.
Residual activities have routinely been measured at various points in the RIKEN Ring Cyclotron facility every summer and those along the beam lines after every experiment. The results of measurements have been reported annually since 1986.

Figure 1 shows the variation of residual activities at the deflectors of the Ring Cyclotron and the injector AVF cyclotron. The residual activity at the deflector of the Ring Cyclotron from 1986

Table 1. Summary of the residual activities measured along the beam lines. Alphabets indicate the detection points in Fig. 3.

<table>
<thead>
<tr>
<th>Detection point</th>
<th>Ionization chamber survey meter (μSv/h)</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10</td>
<td>Jan. 20, 1991</td>
</tr>
<tr>
<td>B</td>
<td>40</td>
<td>Jan. 20, 1991</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>Jan. 20, 1991</td>
</tr>
<tr>
<td>D</td>
<td>20</td>
<td>Jan. 20, 1991</td>
</tr>
<tr>
<td>E</td>
<td>70</td>
<td>Nov. 21, 1990</td>
</tr>
<tr>
<td>F</td>
<td>20</td>
<td>Nov. 21, 1990</td>
</tr>
<tr>
<td>G</td>
<td>55</td>
<td>Nov. 21, 1990</td>
</tr>
<tr>
<td>H</td>
<td>65</td>
<td>Apr. 22, 1991</td>
</tr>
<tr>
<td>I</td>
<td>65</td>
<td>Nov. 21, 1990</td>
</tr>
<tr>
<td>K</td>
<td>15</td>
<td>Mar. 7, 1991</td>
</tr>
<tr>
<td>L</td>
<td>25</td>
<td>Apr. 22, 1991</td>
</tr>
<tr>
<td>M</td>
<td>40</td>
<td>Apr. 22, 1991</td>
</tr>
<tr>
<td>O</td>
<td>45</td>
<td>Dec. 7, 1990</td>
</tr>
<tr>
<td>P</td>
<td>22</td>
<td>Nov. 21, 1990</td>
</tr>
<tr>
<td>Q</td>
<td>20</td>
<td>Nov. 21, 1990</td>
</tr>
<tr>
<td>R</td>
<td>40</td>
<td>Jan. 18, 1991</td>
</tr>
<tr>
<td>S</td>
<td>40</td>
<td>Feb. 16, 1991</td>
</tr>
<tr>
<td>T</td>
<td>11</td>
<td>Feb. 16, 1991</td>
</tr>
<tr>
<td>U</td>
<td>1800</td>
<td>Jan. 3, 1991</td>
</tr>
<tr>
<td>X</td>
<td>400</td>
<td>Jan. 14, 1991</td>
</tr>
</tbody>
</table>

Fig. 1. Variation of the residual activities of the deflectors of the RIKEN Ring Cyclotron and the injector AVF cyclotron.

Fig. 2. Layout of the RIKEN Ring Cyclotron facility as of 1991. Monitoring positions are denoted by ×. Detection points of residual activities on the beam lines are denoted by alphabets.

Fig. 3. Dose rates detected inside the injector AVF cyclotron. They are given in a unit of μSv/h.
to 1988 was several tens $\mu$Sv/h, but it has become several thousands $\mu$Sv/h since 1990. This is due to the increase in maximum energy of the beam from the Ring Cyclotron from 75 MeV/nucleon to 135 MeV/nucleon.

The points where residual activities were measured along the beam lines and detected dose rates were above 10 $\mu$Sv/h are shown in Fig. 2. Table 1 summarizes the detected dose rates and dates. In this period, the highest residual activity recorded along the beam line was 1800 $\mu$Sv/h at the point U (the production target chamber of RIPS) in the beam distribution corridor.

Besides the above routine measurement, residual activities inside the AVF cyclotron were measured when its acceleration chamber was opened on October 18 because of a trouble in vacuum. The measurement was made with a portable ionization chamber (AE-133/A Applied Engineering Inc.). The results are shown in Fig. 3. The detected dose rates were of the highest level at the AVF cyclotron in this period.
VI-5. Leakage Radiation Measurement in the Ring Cyclotron Facility

S. Fujita, N. Nakanishi, T. Shikata, K. Ikegami, T. Takagi,
I. Sakamoto, and T. Inamura

The radiation safety control system has worked steadily this year, performing radiation monitoring continuously and automatically.

From September 28 to 29 and from October 3 to 4, experiments were carried out with 135 MeV/u \( ^{13}C^{+} \) and \( ^{14}N^{+} \) beams at intensities of about 5 pA. The beams were stopped at the target point A in the experimental vault E1. Leakage radiation of neutrons from E1 was measured with three neutron dose rate meters, TPS-451S's (Aloka), with a signal output terminal. Each pulse was sent to a pulse counter, TC-532 (TENNELEC). The beam current was read at the target A and recorded with a personal computer, PC-9801RS (NEC), through a beam integrator 439 (ORTEC). Dose rates were normalized with respect to those at 0.1 pA. We also measured leakage radiation from the Ring Cyclotron at points 11, 12, and 13 when the beam was stopped in the Ring Cyclotron vault. Since we couldn’t continuously measure beam currents immediately after the Ring Cyclotron, we measured several instantaneous current values and estimated the average beam current to be 50 nA. Figures 1-(a), (b), and (c) show the target point A and positions where leakage radiation was measured in this experiment. Results are summarized in Table 1. This year, the radiation level in the controlled area has been below the safety limit (1 mSv/week), and the level outside the controlled area has been much less than the safety limit (0.3 mSv/week). Leakage of neutrons has once been recorded with a monitor in a ground-floor computer room just above a bending magnet that guides beams from the Ring Cyclotron vault to the beam distribution corridor (See Fig. 2). This radiation level, however, is far less than the safety limit (50 \( \mu \)Sv/year) required.

![Fig. 1. Partial layout of the RIKEN Ring Cyclotron facility where the leakage radiation measurement was made.](image)

(a) Part of basement 2nd floor;
(b) Part of basement 1st floor;
(c) Part of ground floor.

Leakage radiation dose measuring points are denoted by the numbers in parentheses. The monitoring position in the computer room is denoted by ×.

![Fig. 2. Daily variation in the radiation level measured in the Ring Cyclotron facility. Detector is a BF3 counter in the computer room.](image)
Table 1. Dose rates of neutron leakage radiation from the target point A in the experimental vault E1. (See Figs. 1-(a), (b), (c).) Errors are statistical.

<table>
<thead>
<tr>
<th>Measured position</th>
<th>$^{12}$C$^+$ (135 MeV/u) + Fe dose rate $\mu$Sv/h at 0.1pA</th>
<th>$^{14}$N$^+$ (135 MeV/u) + Fe dose rate $\mu$Sv/h at 0.1pA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 )</td>
<td>101.7 ± 1.5</td>
<td>---</td>
</tr>
<tr>
<td>( 2 )</td>
<td>0.051 ± 0.02</td>
<td>---</td>
</tr>
<tr>
<td>( 3 )</td>
<td>1.18 ± 0.09</td>
<td>---</td>
</tr>
<tr>
<td>( 4 )</td>
<td>5.65 ± 0.20</td>
<td>---</td>
</tr>
<tr>
<td>( 5 )</td>
<td>7.02 ± 0.23</td>
<td>8.18 ± 0.26</td>
</tr>
<tr>
<td>( 6 )</td>
<td>6.28 ± 0.21</td>
<td>8.12 ± 0.26</td>
</tr>
<tr>
<td>( 7 )</td>
<td>43.1 ± 0.56</td>
<td>53.6 ± 0.66</td>
</tr>
<tr>
<td>( 8 )</td>
<td>8.75 ± 0.35</td>
<td>7.86 ± 0.28</td>
</tr>
<tr>
<td>( 9 )</td>
<td>46.5 ± 0.80</td>
<td>42.7 ± 0.65</td>
</tr>
<tr>
<td>(10 )</td>
<td>46.0 ± 0.80</td>
<td>56.0 ± 0.75</td>
</tr>
<tr>
<td>(11 )</td>
<td>0.085 ± 0.013</td>
<td>---</td>
</tr>
<tr>
<td>(12 )</td>
<td>0.070 ± 0.011</td>
<td>---</td>
</tr>
<tr>
<td>(13 )</td>
<td>0.096 ± 0.013</td>
<td>---</td>
</tr>
<tr>
<td>(14 )</td>
<td>0.219 ± 0.024</td>
<td>0.232 ± 0.014</td>
</tr>
<tr>
<td>(15 )</td>
<td>0.633 ± 0.038</td>
<td>0.538 ± 0.021</td>
</tr>
<tr>
<td>(16 )</td>
<td>0.195 ± 0.025</td>
<td>0.222 ± 0.014</td>
</tr>
</tbody>
</table>

No leakage of $\gamma$ rays and neutrons was detected with environmental monitors set outside the building in this period.
VI-6. Measurement of Neutrons Produced by 135MeV/nucleon Nitrogen Ions in an Iron Beam-Stopper with the Activation Method

T. Shikata, N. Nakanishi, K. Ikegami, S. Fujita, S. Nakajima, and T. Kosako

We have only a few data of energy- and angular- distributions of neutrons produced by heavy ion reactions in the energy region of 200 MeV/nucleon. Such data are needed for the shielding calculation for an accelerator facility like as the RIKEN Ring Cyclotron. We have carried out a spectrum measurement of neutrons produced by a 135 MeV/nucleon 14N incident on an iron beam-stopper using the foil activation technique in order to reinvestigate the hypothetical spectrum (135 MeV/nucleon 12C on 56Fe) which was used for the shielding calculation performed previously by some of the present authors. Though it is difficult to get the accurate spectra, mainly because of insufficient activation cross section data in the high energy region, we tried to obtain approximate spectra by extrapolating the cross section curves which were given by McLane et al. and used by Broom et al. and Shin et al. to several 100 MeV.

Activation rate for a given reaction, A, is expressed as

\[ A = \sum \sigma(E_j) \Phi(E_j) \]

where, \( \sigma(E_j) \) and \( \Phi(E_j) \) stand for the activation cross section and the neutron flux over the \( j \)-th energy bin, respectively. When the number of energy bins is larger than that of neutron-induced reactions which are a kind of detectors, the solution cannot be obtained uniquely. Therefore, we get solutions as follows: first, we selected spectra calculated by Fernandez for a 100 MeV/nucleon 12C incident on 56Fe as an initial spectrum, and second, we attempted to modify these spectra so as to fit the calculated activation rates to measured ones.

In Fig. 1, the cross section curves used are shown. In Fig. 2, the angular dependence of measured activation rates is shown. Activities of 11C and 194 Au decrease remarkably with increasing scattering angle, and the difference between the number of neutrons of energies above 20 MeV in each spectrum, however, is about two orders of magnitude for 0 and 135 degrees, even if the effect of proton-induced reactions in the beam-stopper is subtracted. Figure 3 shows the neutron spectra calculated by Fernandez, the
hypothetical spectra used for shielding calculations, and those obtained from this experiment (abbreviated as FC-SPECTRA, SC-SPECTRA, and N-SPECTRA, respectively). The distribution of neutrons of N-SPECTRA shows a remarkable forward peaking compared to that for FC-SPECTRA. Under the assumption that the N-SPECTRA and the spectra for a 135 MeV/nucleon $^12$C on an iron beam-stopper have a similar shape, it became evident that the SC-SPECTRA were overestimated at large emission angles, even if the contribution of protons on activation reactions is considered.
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    "Spectroscopy of Light Neutron-Rich Nuclei with Multi-Nucleon Transfer Reactions"

16) Li Zhuxia, Institute of Atomic Energy (China), 10 July
    "Transition from Binary Process to Multi-Fragmentation Process in Intermediate Energy Heavy Ion Collisions with QMD"

17) K. Yabana, Niigata Univ. (Niigata), 17 July
    "Reactions of $^{11}\text{Li}$ at Intermediate Energy Region"

18) T. Ejiri, Osaka Univ. (Osaka), 31 July
    "Double $\beta$-Decay and Neutrino"

19) S. Hirenzaki, RIKEN 18 September
    "Formation of Deeply Bound Pionic Atoms"

20) D.W. Miller, Indiana Univ. (USA), 16 Oct.
    "IUCF Status and Planning for Spectrometer in the Cooler Ring"

21) Nguyen Van Giai, IPN, Orsay (France), 18 Oct.
    "Response Functions in Infinite Systems of Fermions"
22) S. Hatori, Kyoto Univ. (Kyoto), 25 Oct.  
“Optical research of the recoil mass spectrometer CARP and its application to the measurement of $\beta$-delayed protons from sd-shell proton rich nuclei with $T_z = -3/2$”

23) N. Takigawa, Tohoku Univ. (Miyagi), 26 Oct.  
“Collisions of Halo Nuclei”

24) K. A. Gridnev, Sanct Petersburg Univ. (USSR), 6 Nov.  
“Nonlinear Effects in Heavy-Ions Collisions”

25) Khin Swe Myint, Hokkaido Univ. (Hokkaido), 7 Nov.  
“Double Strangeness Five-Body System”

26) N. Carjan, CEN Bordeaux (France), 12 Nov.  
“Time-Dependent Schrödinger Approach to α-decay and Related Phenomena”

27) I. Tanihata, RIKEN, 13 Nov.  
“Present Status of GSI”

28) K. Tanaka, RIKEN 27 Nov.  
“Double Strangeness Five-Body System”

29) G. Bizard, Caen Univ. (France), 4 Dec.  
“Measurement of Collective Flow in Ar + Al Reaction between 25 and 85 MeV/nucleon”

30) J. Lukstins, JINR Dubna (USSR), 18 Dec.  
“Nuclotron Accelerator and Hypernuclear Physics”

**Atomic Physics Lab.**

1) Y. Azuma, ANL (USA), 8 Jan.  
“Atomic Physics with Hard X Rays: Activities in ANL for Next Generation SOR Project”

2) H. Schmidt-Böcking, Univ. of Frankfurt (Germany), 29 Jan.  
“Frankfurt ECR-RFQ–Highly Charged Ion Beam Facility”

3) T.E. Åberg, Helsinki Univ. of Technology (Finland), 2 Aug.  
“Studies of Atomic Physics by Synchrotron Radiation”

4) J. F. McCann, Univ. of Durham (U.K.), 18 Sept.

“Ion-Atom Collisions at High Energies”

“Evidence for Electron-Electron Scattering in Transfer Ionization of He by 1 MeV Proton Impact”

6) H. Knudsen, Univ. of Aarhus (Denmark), 22 Nov.  
“Ionization in Antiparticle-Atom Collisions”

**Metal Physics Lab.**

1) V. M. Lobashev, Academy of Science (USSR), 7 Nov.  
“Status of Proton Linear Accelerator at Moscow Meson Factory”

2) Y. Yamazaki, KEK (Tsukuba), 7 Nov.  
“Proton Linear Accelerator at Japanese Hadron Project”

3) M. Mizumoto JAERI (Tokai), 7 Nov.  
“Proton Linear Accelerator at Omega Project”

4) Y. Totsuka, Cosmic Ray Institute (Tokyo), 7 Nov.  
“Cold Fusion Experiment at KAMIOKA”

5) K. Nagamine, Univ. of Tokyo (Tokyo) and RIKEN (Wako), 7 Nov.  
“μ CF Related Experiments at KEK and TRIUMF”

6) Y. Akaishi, Hokkaido Univ. (Sapporo), 7 Nov.  
“Recent Topics in μCF Theory”

**Nuclear Chemistry Lab.**

1) O.E. Morgensen, Roskilde Univ. (Denmark), 25 Nov.  
“Nanometer Cavities Measured by Positron Annihilation”

**Synchrotron Radiation Facility Design Group**

1) Rarry Terner, Argonne National Laboratory (USA), 6 Feb.  
“Design of the Magnet System of APS”

2) T.T. Luong, GANIL (France), 19 Nov.  
“Status of GANL and Its Control System”
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<td>Ohtsuki Yoshikiko</td>
<td>大塚義彦</td>
</tr>
<tr>
<td>Ohura Masaki</td>
<td>大浦正樹</td>
</tr>
<tr>
<td>Okada Akihiko</td>
<td>岡田昭彦</td>
</tr>
<tr>
<td>Okada Takuya</td>
<td>岡田卓也</td>
</tr>
<tr>
<td>Okamoto Shinji</td>
<td>大村正司</td>
</tr>
<tr>
<td>Okamura Hirohiko</td>
<td>岡村弘之</td>
</tr>
<tr>
<td>Okumura Yutaka</td>
<td>奥村寛</td>
</tr>
<tr>
<td>Okuno Hiroki</td>
<td>奥野広樹</td>
</tr>
<tr>
<td>Olson Douglas</td>
<td>オルソン ダグラス</td>
</tr>
<tr>
<td>Onoe Kosei</td>
<td>尾上公正</td>
</tr>
<tr>
<td>Orihara Hikonojo</td>
<td>原田光之</td>
</tr>
<tr>
<td>Oshima Masumi</td>
<td>大島真澄</td>
</tr>
<tr>
<td>Otsuka Shozo</td>
<td>大塚義三</td>
</tr>
<tr>
<td>Ouchi Tetsuya</td>
<td>大内徹也</td>
</tr>
<tr>
<td>Oyaizu Michihiro</td>
<td>小柳光充</td>
</tr>
<tr>
<td>Pálinkás J.</td>
<td>パリンク・J.</td>
</tr>
<tr>
<td>Perrin Claude</td>
<td>ペリン クロード</td>
</tr>
<tr>
<td>Plummer Martin</td>
<td>プラマー マーティン</td>
</tr>
<tr>
<td>Prokhvatilov M.A.</td>
<td>プロフハティロフ M.A.</td>
</tr>
<tr>
<td>Pu Y.H.</td>
<td>普 越虎</td>
</tr>
<tr>
<td>Qu Yun He</td>
<td>鞏 云河</td>
</tr>
<tr>
<td>Rasin V.I.</td>
<td>ラシン V.I.</td>
</tr>
<tr>
<td>Rebreyend Dominique</td>
<td>レブレエン ドミニク</td>
</tr>
<tr>
<td>Richard Patrick</td>
<td>リチャード パトリック</td>
</tr>
<tr>
<td>Rowntree David</td>
<td>ロウントリー ディアドラ</td>
</tr>
<tr>
<td>Ruane Jian-Zhi</td>
<td>魏 建治</td>
</tr>
<tr>
<td>Saito Motozou</td>
<td>斎藤盛三</td>
</tr>
<tr>
<td>Saito Tadashi</td>
<td>斎藤 直</td>
</tr>
<tr>
<td>Saito Yuko</td>
<td>斎藤裕子</td>
</tr>
<tr>
<td>Sakai Hideyuki</td>
<td>坂井英行</td>
</tr>
<tr>
<td>Sakairi Hideyuki</td>
<td>坂入英雄</td>
</tr>
<tr>
<td>Sakamoto Ichiro</td>
<td>坂本一郎</td>
</tr>
<tr>
<td>Sakamoto Naruhiko</td>
<td>坂本成彦</td>
</tr>
<tr>
<td>Sakauke Hiroyuki</td>
<td>坂上秀之</td>
</tr>
<tr>
<td>Sano (Muraoka) Mitsuo</td>
<td>佐野光男</td>
</tr>
<tr>
<td>Sasai Yoshihiko</td>
<td>佐々嘉彦</td>
</tr>
<tr>
<td>Sasaki Masao</td>
<td>佐々木正夫</td>
</tr>
<tr>
<td>Sasaki Shigeki</td>
<td>佐々木茂樹</td>
</tr>
<tr>
<td>Sasaki Shigemi</td>
<td>佐々木茂美</td>
</tr>
<tr>
<td>Satakata Masao</td>
<td>松隆正雄</td>
</tr>
<tr>
<td>Satoh Hiromi</td>
<td>佐藤広海</td>
</tr>
<tr>
<td>Schmidt Ott Wolf-Dieter</td>
<td>シュミット オット フォルトディーター</td>
</tr>
<tr>
<td>Schöne 11.</td>
<td>シューデン11.</td>
</tr>
<tr>
<td>Schuch Reinhold</td>
<td>シュッフ レインホルド</td>
</tr>
<tr>
<td>Seki Hirouki</td>
<td>塚本 宏之</td>
</tr>
<tr>
<td>Sekimoto Michiko</td>
<td>塚本美知子</td>
</tr>
<tr>
<td>Sekiooka Tsuguhisa</td>
<td>関谷嗣久</td>
</tr>
<tr>
<td>Shelton Robert N.</td>
<td>シェルトン ローパート N.</td>
</tr>
<tr>
<td>Shibata Hiromi</td>
<td>岩田英実</td>
</tr>
<tr>
<td>Shibata Seiichi</td>
<td>岩田誠一</td>
</tr>
<tr>
<td>Shikata Takashi</td>
<td>四方隆史</td>
</tr>
<tr>
<td>Shimamuro Isao</td>
<td>島村 寛</td>
</tr>
<tr>
<td>Shimizu Hajime</td>
<td>清水 輝</td>
</tr>
<tr>
<td>Shimodara Tadashi</td>
<td>下村 彦</td>
</tr>
<tr>
<td>Shimomura Koichiro</td>
<td>下村浩一</td>
</tr>
<tr>
<td>Shimoura Susumu</td>
<td>島原 美</td>
</tr>
<tr>
<td>Shino Tomoaki</td>
<td>稲本 智章</td>
</tr>
<tr>
<td>Shinohara Atsushi</td>
<td>稲原 幸</td>
</tr>
<tr>
<td>Shinozuka Tsutomu</td>
<td>稲澤 竜</td>
</tr>
<tr>
<td>Shirato Shoji</td>
<td>白土 彦二</td>
</tr>
<tr>
<td>Siemssen Rolf</td>
<td>シームセン ロルフ</td>
</tr>
<tr>
<td>Smart Construction Group</td>
<td>サマート コンストラクション グループ</td>
</tr>
<tr>
<td>Soga Fumimori</td>
<td>齋藤文美</td>
</tr>
<tr>
<td>Soutome Kouichi</td>
<td>船越光一</td>
</tr>
<tr>
<td>Stolterfoht N.</td>
<td>ストロルフォート N.</td>
</tr>
<tr>
<td>Suda Toshimi</td>
<td>須田利美</td>
</tr>
<tr>
<td>Sudo Michio</td>
<td>上藤忠頑</td>
</tr>
<tr>
<td>Sugai Isao</td>
<td>菅井 敏</td>
</tr>
<tr>
<td>Sugimoto Kenzo</td>
<td>酒本健三</td>
</tr>
<tr>
<td>Sumorok K.</td>
<td>スモロク K.</td>
</tr>
<tr>
<td>名前</td>
<td>年齢</td>
</tr>
<tr>
<td>---------------------</td>
<td>------</td>
</tr>
<tr>
<td>SUNAOSHI Hitoshi</td>
<td>43</td>
</tr>
<tr>
<td>SURAUD Eric</td>
<td>15</td>
</tr>
<tr>
<td>SUZUKI Hiromitsu</td>
<td>212, 214</td>
</tr>
<tr>
<td>SUZUKI Hiroshi</td>
<td>77</td>
</tr>
<tr>
<td>SUZUKI Katsuhiko</td>
<td>43</td>
</tr>
<tr>
<td>SUZUKI Keiji</td>
<td>106</td>
</tr>
<tr>
<td>SUZUKI Masao</td>
<td>104, 112, 140</td>
</tr>
<tr>
<td>SUZUKI Hiroshi</td>
<td>36, 45, 46, 99, 124</td>
</tr>
<tr>
<td>TADA Hiroshi</td>
<td>72</td>
</tr>
<tr>
<td>TAGISHI Yoshihiro</td>
<td>117, 118</td>
</tr>
<tr>
<td>TAJIMA Yasuhisa</td>
<td>51, 128, 131</td>
</tr>
<tr>
<td>TAKADA Eiichi</td>
<td>103</td>
</tr>
<tr>
<td>TAKADA Takao</td>
<td>187, 190, 192, 195, 234, 236</td>
</tr>
<tr>
<td>TAKAGI Tetsuya</td>
<td>248</td>
</tr>
<tr>
<td>TAKAHASHI Noriaki</td>
<td>41</td>
</tr>
<tr>
<td>TAKAHASHI Sunao</td>
<td>223</td>
</tr>
<tr>
<td>TAKAHASHI Tan</td>
<td>104, 105, 109, 111, 112, 140</td>
</tr>
<tr>
<td>TAKAKU Kiyosaku</td>
<td>129</td>
</tr>
<tr>
<td>TAKAMI Michio</td>
<td>71, 80, 117, 118, 148</td>
</tr>
<tr>
<td>TAKATSUJI Yoshihiro</td>
<td>105</td>
</tr>
<tr>
<td>TAKAYANAGI Toshinobu</td>
<td>77</td>
</tr>
<tr>
<td>TAKEBE Hideki</td>
<td>198, 201, 205, 207, 209</td>
</tr>
<tr>
<td>TAKEI Taro</td>
<td>37</td>
</tr>
<tr>
<td>TAKESAKO Kazuhiro</td>
<td>92, 93</td>
</tr>
<tr>
<td>TANAKA Atsushi</td>
<td>110</td>
</tr>
<tr>
<td>TANAKA Hitoshi</td>
<td>175, 177, 180, 182, 184</td>
</tr>
<tr>
<td>TANAKA Kazuhiro</td>
<td>21, 22</td>
</tr>
<tr>
<td>TANAKA Masahiko</td>
<td>39, 129</td>
</tr>
<tr>
<td>TANIGUCHI Eugene</td>
<td>93</td>
</tr>
<tr>
<td>TANIGUCHI Yoshiki</td>
<td>169</td>
</tr>
<tr>
<td>TANIHATA Isao</td>
<td>20, 36, 39, 44, 45, 46, 47, 122, 124</td>
</tr>
<tr>
<td>TAO Kazuyuki</td>
<td>112</td>
</tr>
<tr>
<td>TAWARA Hiroyuki</td>
<td>73, 74</td>
</tr>
<tr>
<td>TENDOW Yoshikiko</td>
<td>154, 155</td>
</tr>
<tr>
<td>TERASAWA Mititaka</td>
<td>68</td>
</tr>
<tr>
<td>TESTARD Olivia</td>
<td>45</td>
</tr>
<tr>
<td>TOHYAMA Mitsuru</td>
<td>15</td>
</tr>
<tr>
<td>TOKI Hiroshi</td>
<td>20, 24, 25</td>
</tr>
<tr>
<td>TOMITA Shigeo</td>
<td>121</td>
</tr>
<tr>
<td>TOMIZAWA Kazuyuki</td>
<td>55</td>
</tr>
<tr>
<td>TONUMA Tadao</td>
<td>73, 74, 79</td>
</tr>
<tr>
<td>TOSHIMA Nobuyuki</td>
<td>60</td>
</tr>
<tr>
<td>TOYOKAWA Hidenori</td>
<td>39, 51, 121, 128, 131</td>
</tr>
<tr>
<td>TSUMAKI Kouji</td>
<td>177</td>
</tr>
<tr>
<td>TSURUBUCHI Seiji</td>
<td>79</td>
</tr>
<tr>
<td>UDA Masayuki</td>
<td>71, 76, 139, 148</td>
</tr>
<tr>
<td>UIENO Hideki</td>
<td>41</td>
</tr>
<tr>
<td>UIENO Sachiko</td>
<td>55</td>
</tr>
<tr>
<td>URAI Teruo</td>
<td>8, 148</td>
</tr>
<tr>
<td>VALLI K</td>
<td>117</td>
</tr>
<tr>
<td>VEGH L</td>
<td>58</td>
</tr>
<tr>
<td>WADA Michiharu</td>
<td>43</td>
</tr>
<tr>
<td>WADA Takahiro</td>
<td>9, 11, 13</td>
</tr>
<tr>
<td>WADA Takeshi</td>
<td>209, 240</td>
</tr>
<tr>
<td>WAKAI Masamiti</td>
<td>27, 28, 30, 31</td>
</tr>
<tr>
<td>WAKASUGI Masanori</td>
<td>117, 118</td>
</tr>
<tr>
<td>WAKI Koichiro</td>
<td>55</td>
</tr>
<tr>
<td>WAKIYA Kazuoyoshi</td>
<td>77</td>
</tr>
<tr>
<td>WANG Zhen</td>
<td>120</td>
</tr>
<tr>
<td>WATANABE Hiroshi</td>
<td>110</td>
</tr>
<tr>
<td>WATANABE Hiroshi</td>
<td>72</td>
</tr>
<tr>
<td>WATANABE Kowashi</td>
<td>219, 225, 226, 233</td>
</tr>
<tr>
<td>WATANABE Masami</td>
<td>106</td>
</tr>
<tr>
<td>WATANABE Tsumoto</td>
<td>58</td>
</tr>
<tr>
<td>WATANABE Yasushi</td>
<td>47, 122, 142, 146</td>
</tr>
<tr>
<td>WIEMAN Howard H.</td>
<td>45</td>
</tr>
<tr>
<td>WILKIN Colin</td>
<td>53</td>
</tr>
<tr>
<td>XU Chao Yin</td>
<td>219, 225</td>
</tr>
<tr>
<td>YAGI Eiichi</td>
<td>8, 84, 85</td>
</tr>
<tr>
<td>YAITA Tsuyoshi</td>
<td>98</td>
</tr>
<tr>
<td>YAJIMA Akira</td>
<td>121</td>
</tr>
<tr>
<td>YAMAGUCHI Hiroyuki</td>
<td>84</td>
</tr>
<tr>
<td>YAMAJI Shuei</td>
<td>16, 17</td>
</tr>
<tr>
<td>YAMAMOTO Yasuo</td>
<td>28</td>
</tr>
<tr>
<td>YAMASHITA Shozu</td>
<td>108</td>
</tr>
<tr>
<td>YAMAZAKI Toshimitsu</td>
<td>25</td>
</tr>
<tr>
<td>YAMAZAKI Yasunori</td>
<td>72, 78</td>
</tr>
<tr>
<td>YANAGIMACHI Tomoki</td>
<td>132</td>
</tr>
<tr>
<td>YANO Katsuki</td>
<td>233</td>
</tr>
<tr>
<td>YANO Yasushige</td>
<td>3, 7, 51, 131, 158, 162</td>
</tr>
<tr>
<td>YANOKURA Minoru</td>
<td>9, 56, 96, 97, 101, 151, 152, 153, 244</td>
</tr>
<tr>
<td>YASHIRO Yoshinori</td>
<td>51</td>
</tr>
<tr>
<td>YATAGAI Fumio</td>
<td>103, 104, 105, 106, 108, 109, 113</td>
</tr>
<tr>
<td>YATOU Osamu</td>
<td>111</td>
</tr>
<tr>
<td>YOKOUCHI Shigeru</td>
<td>221, 223, 225, 231</td>
</tr>
<tr>
<td>YOKOYAMA Ichiro</td>
<td>92, 156, 158</td>
</tr>
<tr>
<td>YONEDA Akira</td>
<td>134</td>
</tr>
<tr>
<td>YONEHARA Hirohito</td>
<td>214</td>
</tr>
<tr>
<td>YONNET J.</td>
<td>53</td>
</tr>
<tr>
<td>YOSHIDA Atsushi</td>
<td>41, 48, 50, 116, 117, 120, 126, 142, 146, 154</td>
</tr>
<tr>
<td>YOSHIDA Hiroshi</td>
<td>51, 131</td>
</tr>
</tbody>
</table>