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I. PREFACE 

This issue of RIKEN Accelerator Progress Report 
reports research activities of the RIKEN Accelerator 
Research Facility (RARF) during the calendar year 
of 1997. The research programs have been coordi­
nated in the framework of the project entitled Mul­
tidisciplinary Researches on Heavy Ion Science. The 
project involves a variety of fields such as: nuclear 
physics, atomic physics, nuclear chemistry, radiation 
biology, condensed matter physics in terms of acceler­
ator or radiation application, basic studies on energy 
production, basic studies on accelerator cancer ther­
apy, material characterization, application to space sci­
ence, accelerator physics and engineering, laser tech­
nology, and computational technology. These activi­
ties involved 12 laboratories in RIKEN and more than 
400 'researchers including outside users from domestic 
and foreign institutions. 

Major research activities of the RARF are based on 
a heavy-ion accelerator complex consisting of the K = 
540 Me V RIKEN Ring Cyclotron (RRC) and its subor­
dinate accelerators, i.e., the energy-variable heavy-ion 
linear accelerator (RILAC) and the K = 70 MeV az­
imuthally variable field cyclotron (AVF) , which have 
altogether provided a beam time (on the target) of 
more than 8000 hours through the year. Besides, 
the RARF carries two international collaboration pro­
grams using oversea accelerator facilities: one is the 
muon science project at ISIS in collaboration with the 
Rutherford-Appleton Laboratory (RAL), and another 
is the spin physics program at RHIC in collaboration 
with the Brookhaven National Laboratory (BNL). 

The three accelerators currently available deliver 
heavy ion beams of a variety of elements with ener­
gies ranging from a few A MeV to 135A MeV. The 
two injector machines (AVF and RILAC) are equipped 
with ECR heavy ion sources. The AVF is addition­
ally equipped with a polarized ion source for vector 
and tensor polarized deutrons. Recently, the RILAC 
has dramatically enhanced its capability by newly ac­
commodating an 18 GHz ECR ion source accompa­
nied with a frequency-variable RFQ pre-accelerator. 
Heavy ion intensities have increased ten to hundred 
times as compared to the original setup. The t hree ac­
celerators injectors and RRC have been used in various 
configurations. The RRC was mostly used for nuclear 
physics study, while the RILAC and AVF were often 
used for other fields in their stand-alone mode of op­
eration. Nuclear physics and all the other disciplines 
shared the total allocated beam time almost evenly. 

The RARF is characterized by its emphasis on the 
scientific application of radioactive beams. Uniquely, 
three different types of radioactive beams, i.e., 1) 

projectile-fragment (PF) radioactive beam, 2) spin­
polarized radioactive beam, and 3) high-spin isomer 
beam, have been cultivated to facilitate a broad scope 
of nuclear research. The PF beams are most widely 
used by virtue of their versatility and prominent inten­
sities. The spin polarized beams are particularly useful 
for radioactive NMR experiments. The isomer beam 
intensity has been significantly improved, approach­
ing a realistic level for application. These beams are 
primarily used for the study of nuclear physics. Ma­
jor subjects pursued are: 1) exotic nuclear structure 
and new dynamics of extremely neutron-rich nuclei 
(such as those with a neutron halo or skin), 2) nu­
clear astrophysics involving unstable-nucleus reactions, 
3) synthesis of new unstable isotopes far from the val­
ley of stability, 4) extensive measurement of nuclear 
moments, and 5) high spin physics by means of isomer 
beams. Characteristic features of intermediate-energy 
direct reactions are often exploited for such studies. 
Symbolizing the achievements of this year, extremely 
neutron-rich nuclei, 7H and 31 F, were newly synthe­
sized. The radioactive beams were useful for other do­
mains of science as well. In particular, application to 
condensed matter science has been started to a large 
extent by exploiting on-line capability of Mossbauer 
and PAC spectroscopies which are feasible only with 
RI beams. 

Intermediate-energy heavy ions from the RRC have 
found their own applicabilities. A strikingly efficient 
mutagenic effect has been observed when the embryo 
of a Tobacco plant is shot by heavy ions. High­
energy heavy ions were irradiated to the plants nat­
urally placed in the air for desirable strength of LET 
through sample. This has led to establishment of a 
new scheme of mutant production which is efficient and 
well-controlled. The method is so efficient that it is ex­
pected to offer new possibilities of bio-science research 
through comparison between normal and mutagenic 
samples. Several proposals along this direction are cur­
rently being prepared. Another remarkable develop­
ment has been seen in the application field of radioac­
tive tracer technique. High-energy heavy ion reactions 
facilitate production of a wide variety of isotopes at 
a time. This feature is exploited to cultivate a novel 
multi-tracer methodology in which a radioactive tracer 
source containing a variety of elements is prepared to 
be injected into a sample. This enables to study cir­
culation behaviors of different elements for a common 
sample under a same condition, drastically improving 
reliability and efficiency over the single-tracer experi­
ments. Application of the method is rapidly extending 
to the fields of bio-inorganic chemistry, dietetics, toxi-
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cology, pharmacology, environmental issues, and med­
ical fields in general. 

Primary beams from RILAC were often used for 
studies of atomic physics. In this context an extensive 
program of beam-foil spectroscopy for highly-charged 
heavy ions continues in collaboration with a group of 
Lund University. More generally, atomic physicists ap­
preciate a rich capability of the entire RARF accelera­
tor complex in producing very highly charged ions. For 
instance, a high precision recoil-ion momentum spec­
troscopy has been developed at RRC to open up a new 
possibility of the impact parameter dependence analy­
sis of high-energy atomic/ionic reactions. 

As for the international collaboration projects, the 
pulsed muon beam facility at ISIS has entered into a 
stage of steady operation. Success in application of 
I-tSR method on biological investigation was one of the 
research highlights. Meanwhile, the spin physics pro­
gram to investigate quark-gluon spin structure func-

2 

tions of nucleons is in progress to be ready for the 
commissioning of RHIC operation in 1999. 

Beyond these activities of on-going programs the 
RARF has been undertaking continuous efforts further 
to strengthen scientific opportunities for future. In this 
regard, the year of 1997 has marked a big mile stone: 
A new project so-called RIKEN Radioactive Ion Beam 
(RIB) Factory has been approved by the Government 
to promote the next generation RIB science. To start 
with, the first construction phase for the factory was 
started this year, which involves a set of cyclotrons to 
achieve K = 2500 MeV acceleration capability. The 
RARF has also committed to strengthen the interna­
tional collaboration program. In this context, a new 
RIKEN branch called RIKEN BNL Research Center 
has been installed to promote the RHIC physics pro­
gram effectively. With these new projects approved we 
look forward to significant enhancement of the RARF 
scientific activities in coming years. 

M. Ishihara 
Director 
RIKEN Accelerator Research Facility 
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RILAC Operation 

E. Ikezawa, M. Hemmi, T. Chiba, S. Kohara, T. Aihara,* T. Ohki,* 
H. Hasebe,* H. Yamauchi,* and Y. Miyazawa 

A new pre-injector system (consisting of a variable­
frequency folded-coaxial RFQ linac and a 18-GHz ECR 
ion source) for RILAC was installed on the beam trans­
port line coming from the existing 450 k V Cockcroft­
Walton injector with a 8-GHz ECR ion source (NEO­
MAFIOS) in the end of 1996. The beam accelera­
tion tests with the new pre-injector system have been 
performed successfully. The detailed results of the 
beam acceleration tests are reported in this issue. 1) 
The beam acceleration tests with the existing injector 
system were also carried out. The beam transmission 
efficiency of the beam transport line using the existing 
injector was increased from 30 to 50% by matching the 
first gap voltage of the acceleration column with the 
beam extraction voltage of the NEOMAFIOS. 

The RILAC beam service for users by using the new 
pre-injector and existing one was reopened in January 
1997. In this reporting period, RILAC has been in a 
steady operation and has supplied various kinds of ion 
beams for the experiments. Table 1 gives the statis­
tics of the operation from January through December 
1997. Table 2 summarizes the number of days allot­
ted to individual research groups. The percentage of 
the beam time used by RIKEN Ring Cyclotron (RRC) 
was about 51% of the total. The ions of 4He, llB, 12C, 
160, 36 Ar, 40 Ar, 56Fe, 58Ni, 84Kr, 128Te, 129Xe, 136Xe, 
181Ta, 208Pb, and 209Bi accelerated by RILAC were 
injected to RRC. Tables 3 and 4 give statistics of the 
RILAC ion beams injected from the existing injector 
with the NEOMAFIOS and from the new pre-injector 
with the 18-GHz ECR ion source, respectively. The 
.ion beams of 17 kinds of element were used for the 
experiments and for beam acceleration tests. The per­
centage of the beam time to have used metallic ions 
amounted to about 27% of the total. 

Table 1. Statistics of the RILAC operation from January 
1 through December 31, 1997. 

Days % 

Beam time 182 49.9 

Frequency change 12 3.3 

Overhaul and improvement 49 13.4 

Periodic inspection and repair 19 5.2 

Machine trouble 0 0.0 

Scheduled shut down 103 28.2 

Total 365 100 

Sumijyu Accelerator Service, Ltd. 

Table 2. Beam time allocated for individual research 
groups. 

Days % 

Atomic physics 45 24.7 

Nuclear physics 2 1.1 

Material analysis and development 8 4.4 

Radiation chemistry 18 9.9 

Accelerator research 16 8.8 

Beam transport to RRC 93 51.1 

Total 182 100 

Table 3. Statistics of the RILAC ion beams using the 
Cockcroft-Walton inj ector. 

Ion Mass . Charge state Days 

He 4 1,2 8 
B II 2,3 9 
C 12 2,5 4 
N 14 3 I 
0 16 2,3 8 
Ne 20 3 7 
Mg 24 5 2 
Ar 36 5 4 
Ar 40 6,8 19 
Kr 84 11,13 19 
Nb 93 12 2 
Xe 136 15 7 
Ta 181 16 3 
Pb 208 16 4 
Bi 209 16 9 

Total 106 

Table 4. Statistics of the RILAC ion beams using the new 
pre-injector. 

Ion Mass Charge state Days 

N 14 2,5 2 
0 16 5 2 
Ar 36 5 2 
Ar 40 5,8,11 ,12 23 
Fe 56 7 5 
Ni 58 8,9 7 
Kr 84 11,18 3 
Te 128 18 8 
Xe 129 17 4 

Xe 136 15,18,19, 20 
20,27 

Total 76 
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Table 5. Ion beam currents (eJ.LA) of all ion species that we have obtained by the NEOMAFIOS 
until now. The beam extraction voltage (Vext) was 10 kV for this case. The reverse white 
letter number represents the ions accelerated by RILAC. 
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We experienced following machine troubles in this 
reporting period: (1) The No.4 resonator had a small 
vacuum leak on a cooling pipe cooling a shorting plate. 
The leaky part was soldered. (2) The No.1 and No.6 rf 
power amplifiers were splashed with water due to the 
cooling pipe having had a small hole. Consequently, 
the teflon insulators for a grid stub of the No. 6 rf 
power amplifier were scorched by the leak current on 
its wet surface. (3) An obsolete filament power sup­
ply for the final vacuum tube (No.1) was replaced by 
a new one. ( 4) Three water pumps for the cooling 
tower water circuit, the ordinary water circuit, and 
the deionized-water circuit were overhauled because of 
a deterioration of the mechanical seals. (5) A part of 
the chamber wall (2 mm thick stainless steel) of the 

switching magnet had a big vacuum leak caused by 
the heat of the converged ion beam hit on it. In this 
case the beam power on the wall was about 500 Watts. 

With the NEOMAFIOS the ions of P, Ru, Pr, Tb, 
Tm, Yb, Lu, and Pt were newly produced by using 
the rod insertion method during this year. Table 5 
summarizes the beam currents of all ion species that we 
have obtained by using the NEOMAFIOS until now. 
The beam extraction voltage has been raised from 10 to 
13 kV. As the result, the beam intensity has increased 
by about 30%. 

References 
1) O. Kamigaito et al.: RIKEN Accel. Prog. Rep. 31, 192 

(1998). 
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RRC and A VF Cyclotron Operations 

M. Kase, A. Goto, T. Kageyama, 1. Yokoyama, M. Nagase, S. Kohara, T. Nakagawa, N. Inabe, K. Ikegami, 
O. Kamigaito, M. Kidera, J. Fujita, H. Isshiki,* H. Akagi,* R. Abe,* R. Ichikawa,* 

N. Tsukiori,* K. Takahashi,* T. Maie,* T. Homma,* K. Kobayashi,* 
A. Yoneda, M. Kobayashi, and Y. Yano 

In the annual period from January to December 
1997, many kinds of beams were accelerated with the 
RIKEN Ring Cyclotron (RRC) similarly to previous 
years. Figure 1 shows the distribution of these beams 
on an energy-mass space using open circles for the ions 
accelerated in 1997. Among them, beams which were 
tried for the first time, or whose intensities were re­
markably improved during this period, are listed in 
Table 1, together with their acceleration data. 
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In the summer of 1997, several improvements were 
made on a preinjector of RILAC. An extraction volt­
age of 18 GHz ECR ion source has been increased by 
a factor of two, and the vane structure of FC-RFQ 
has been changed accordingly. As the result, we have 
achieved beam intensities higher than 1 pj.tA for the 
40 Ar beam at 7.6 MeV jnucleon. Since the officially re­
stricted upper limit of beam intensity is presently one 
pj.tA for all kinds of beams, we could not use the full 
beam for experiment. We offered to increase this re­
stricted number by a factor of 10 for the low energy 
beams, and received the permission from the Govern­
ment at the end of the year. In the following year 
on, it will become possible to make the experiment of 

Fig. 1. The performance of RRC. The beams which were 
accelerated during the year 1997 are shown by open 
circles and those which have been accelerated since 1987 
are shown by solid circles. 

Table 1. List of typical beams accelerated in 1997. 

Particle Charge state Energy Frequency Harmonic Injector Beam Intensity 

IS RRC (MeV/n) (MHz) No. (RRC) (enA) 

28 Si +8 +13 100 29.0 IOECR+AVF 46 New beam 

40
Ar +5 +5 7.6 18.8 II 18ECR+RFQ+RILAC >1000 

40
Ar +11 +17 95 28.0 IOECR+AVF 70 

56 Fe +7 +7 7.6 18.8 II 18ECR+RFQ+RlLAC 200 New beam 

58 Ni +8 +8 7.6 18.8 II 18ECR+RFQ+RlLAC 120 

84 Kr 
+18 +18 21 28.1 10 ISECR+RFQ+RlLAC ~ 

84 Kr 
+20 +36 70 25.0 10ECR+AVF 1 New beam 

136 Xe +19 +19 8.5 19.9 II ISECR+RFQ+RILAC 180 

136 
Xe +19 +19 9.5 19.1 10 ISECR+RFQ+RlLAC 120 

208 Pb +16 +36 15 23.9 N·ECR+RILAC O.S New beam 

209 Bi +16 +37 12 21.4 N·ECR+RlLAC New beam 

209 Bi +16 +37 15 23.9 N·ECR+RlLAC 0.5 New beam 

10ECR: 1 OGHz ECR Ion Source 

18ECR : 1 8GHz ECR Ion Source 

N-ECR : Neomafios ECR Ion Source 

Sumijyu Accelerator Service, Ltd. 
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super-heavy element research more efficiently using 
this upgraded beam of several pJ.lA, while using a ro­
tary target which was newly developed. 

In this reporting period, some very heavy ions were 
accelerated one after another. 209Bi, which is the heav­
iest ion for the case of RILAC-RRC operation, and 
208Pb were accelerated up to 15 MeV/nucleon to be 
used for nuclear physics experiments. On the other 
hand, 84 Kr which is the heaviest ion acceleratable for 
the case of AVF -RRC operation was successfully ac­
celerated too up to 70 MeV/nucleon to be used for 
biomedical experiments. As the result, the beam avail­
able regions in the energy-mass map have covered up 
all the area as shown in Fig. 1. 

For the production of metallic-ion beams, a new 
method so-called MIVOC (Metal Ion from VOlatile 
Compounds) 1) was tried with the 18 GHz ECR ion 
source. Organic metal compounds, whose vapor pres­
sure is high at room temperature, were used, instead of 
conventional metallic or metal-oxide rod, for charging 
metal vapor into an ECR plasma. Beams of Fe+7 and 
Ni+8 were accelerated by RRC using the compounds of 
Fe(C5H5h and Ni(C5H5h, respectively. We obtained 
a remarkable improvement on the intensity: ten times 
(e.g., for Ni) compared to conventional method. 

Table 2 shows the statistics of the RRC operation 
during January to December 1997. A total of opera­
tion hours of the year amounted to 6500 hr, and among 
those, 4500 hr were spent for experiments. This value 
is about several percent less than that of the previous 
year. It is because most of nuclear physics experiments 
have been concentrated on the use of RIPS. This forced 
us to arrange all their experiments with considerable 
time intervals between two experiments for prepara­
tion since the same room is used: loss of the total 
experimental hours a year. 

Table 2. Statistics of RRC Operation from Jan. to Dec. 
1997. 

riment 

o Other field Ex riment 

Machine Trouble 

Guest Time 

Maintenance & Holida s 

Most of the beam time (75%) was devoted to the 
nuclear physics experiments. The rest (25%) was de­
voted to the other fields such as: medical science, 
radio-chemistry, health physics, material science, bi­
ology, and atomic physics. 

A total of beam time for the stand-alone use of AVF 

6 

cyclotron amounted to 700 hr. The beam time is lim­
ited by a periodic maintenance (once per two months) 
for a deflector of A VF cyclotron. Fo'ur kinds of low­
energy beams (polarized-d, alpha, C, and Ar) were 
used for Moessbauer, nuclear physics, and for RI pro­
duction. 

A total of hours of unscheduled shutdown was re­
duced slightly compared to that in the previous years. 
It is because a scheduled maintenance for deflector in 
AVF cyclotron used up this period. The septum of 
deflector was cleaned once per two months. 

In July, the machine was stopped for three days due 
to a trouble of the electric deflector channel (EDC) of 
RRC. At the end of 1997, one of the power supplies for 
injection dipole magnets of RRC had a trouble around 
its sensing shunt. This shunt was of the facility's oldest 
type: namely, a directly-water-cooled type. A part of 
the shunt material was electrically eroded because the 
silicon rubber coating on it became aged. As the result, 
the current stability became worse. A change of the 
all old type shunts into a new type will be required in 
the near future, as the shunts in most power supplies 
were already converted into new ones of indirect-water­
cooled type several years ago. 

A new vacuum leak has occurred in the resonator#2 
of RRC, which caused from some part of the high pres­
sure air line to actuate the contact finger of a movable 
box. Fortunately, this leak has become small to a tol­
erable level during operation, though the reason for it 
is not clear. Though its urgent repair is not required 
badly at present, it should be done during the next 
long-term maintenance period. 

In order to increase the total efficiency through 
RRC in the RILAC-RRC, two improvements have been 
made as follows: (1) The structure of four-gap drift 
tube in rebuncher, which is located half-way in the 
beam transport line between RILAC and RRC, was 
changed to be matched to the harmonic number of 
RRC. The three sets of drift tube are now available for 
harmonic numbers, 9, 10, and 11. (2) Beam energy at 
the exit of RILAC was stabilized by a feedback loop to 
the rf of RILAC. 2) Since the fluctuation of beam energy 
causes the beam phase fluctuation after drifting along 
the beam transport line toward RRC, the rf phase can 
be controlled in the final resonator of RILAC according 
to the beam phase measured near the rebuncher. This 
method was applied in the cases of 7.6 MeV/nucleon 
40 Ar and 136Xe accelerations. As the result, we were 
successful to improve the beam transmission efficiency 
through RRC, as well as the beam stability. 

References 
1) T. Nakagawa et al.: Jpn. J. Appl. Phys. 36, 7375 (1997). 
2) M. Kobayashi et al.: Proc. 11th Symp. on Accelerator 

Science and Technology, Hyogo, Oct. 1997, p. 531. 
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The Tandem Operation 

K. Ogiwara, E. Vagi, and T. Urai 

The tandem accelerator was operated for 90 days, 
except for the machine inspection, beam test, and so 
on, during the annual reporting period from Nov. 1, 
1996 to Oct. 31, 1997. A new beam line was con­
structed for the conventional Particle-Induced X-ray 
Emission (PIXE) spectroscopy. 

Experimental studies on the following subjects have 
been performed and are in progress. 

(1) Rutherford Backscattering Spectroscopy (RBS) 
(a) Behavior of the Xe atoms implanted into iron 

(Muon Science Lab). 
(b) RBS analysis of the polystyrene surfaces mod­

ified by ion implantation (Surface Characterization 
Center). 

(c) RBS study of multilayer films, welded steel, and 
oxides (Linear Accelerator Lab). 

(2) Nuclear Reaction Analysis (NRA) 

(a) Lattice location identification of hydrogen in nio­
bium alloys by a channeling method (Muon Science 
Lab). 

(3) Particle-Induced X-ray Emission (PIXE) 
(a) Application of PIXE to the biomedical and ma­

terial sciences: Trace element analysis using energy­
dispersive X-ray spectrometry, and chemical state 
analysis using wave-dispersive X-ray spectrometry (In­
organic Chemical Physics Lab). 

(b) Development of an X-ray detector (Cyclotron 
Lab). 

(c) Development of an in-air high-resolution PIXE 
system for chemical state analysis (Inorganic Chemical 
Physics Lab). 

(d) Channeling analysis of dopants in II-VI com­
pound semiconductors (Muon Science Lab). 

(e) Trace element analysis of feather (Safety Center). 
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Momentum Distributions of the Core Fragment from the 
Nuclear Breakup Reaction within the Glauber Model 

Y. Ogawa and 1. Tanihata 

[Longitudinal momentum distribution, Core absorption effect, Centrifugal force] 

It has been considered that the core fragment mo­
mentum distribution arising from the breakup reaction 
is a good probe to investigate the motion of the nu­
cleon at the nuclear surface. This method, as well as 
the measurement of the interaction cross section, is ap­
plied to study the structure of the neutron and proton­
rich drip-line nuclei. Since the reaction mechanism has 
been usually ignored, there is a serious discrepancy be­
tween the interpretations of experimental result of the 
nuclear size and of the momentum distribution. In or­
der to solve this problem we have demonstrated the 
influence of the core absorption effect on the width of 
the momentum distribution for different orbitals (s, p, 
and d) of the last nucleon by calculating the longitu­
dinal momentum distribution of core fragment within 
the Glauber model. The (11 Be, lOBe), (8B, 7Be), and 
e9C, 18C) reactions on the light target are taken as 
the typical examples for the s, p, and d orbitals of the 
last nucleon. I) 

We have obtained the following conclusions: 
(1) The core absorption effect is small for the s­

orbital case but is remarkably large for the p and d­
orbital cases. The probability with which the last nu­
cleon is found in the core absorption area (see Fig. 1) 
is larger for the p and d-orbital cases than the s-orbital 
case due to the centrifugal force. In this region, even if 
the last nucleon hits the target, since the core nucleus 
is simultaneously absorbed with a large probability, 
such a channel dose not contribute to the cross section 
which we detect. Since this large cross section reduc­
tion occurs in not so high momentum region either, the 
width of distribution becomes narrow for the non-zero 
orbital case. I ,2) 

(2) We can consistently understand the narrow 
width of 7Be core fragment momentum distribution 
with the spatial extent like the normal p-shell nuclei 
of the 8B nucleus by taking into account the core 

incident direction -
-@-

target 

prob'-i_il_ity __ ) __ {~ ___ ,_"_,, ---~~~: ;Jcleus 

o RF + RT impact parameter 

Fig. 1. The core fragment breakup with a large probability 
in the cylindrical region whose radius is the sum of the 
core and target nuclear radii. 

absorption effect. I) 

(3) Even if the large cross section reduction occurs 
for the d-orbital case, the difference in the momen­
tum widths between the sand d-orbital cases is very 
large. We can distinguish the dominant component of 
last nucleon in the projectile according to the width 
of measured fragment momentum distribution and the 
total cross section. Our calculation indicates that the 
s-state is a dominant component in the ground state 
of 19C nucleus. 2) 

References 
1) Y. Ogawa and T. Tanihata: Nucl. Phys. A 616, 239c 

(1997). 
2) Y. Ogawa: Proc. 3rd Japan China Nuclear Physics 

Symp., July 24-29, 1997, Sendai, Ogatu, Niigata, 
Japan. 
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Astrophysical S-Factors for 7Be(p,,)8B Determined by 
Coulomb Dissociation Measurements 

T. Motobayashi, T. Kikuchi, N. Iwasa, Y. Ando, M. Kurokawa, S. Moriya, H. Murakami, T. Nishio, 
J.-Z. Ruan, S. Shirato, S. Shimoura, T. Uchibori, Y. Yanagisawa, T. Kubo, H. Sakurai, T. Teranishi, 

Y. Watanabe, M. Ishihara, M. Hirai, T. Nakamura, S. Kubono, M. Gai,*1 R. France III,*1 
K. 1. Hahn, T. Delbar,*2 P. Lipnik,*2 and C. Michotte*2 

(208Pb(8B,7Be p)208Pb, Coulomb dissociation, Astrophysical 8-factors for 7Be(p,'Y)8B] 

We report new data of the astrophysical 8 17 factors 
for the 7Be(p" )8B reaction extracted from our sec­
ond 8B dissociation experiment. 1) The radiative proton 
capture by 7Be at low energies is the most uncertain 
nuclear input to solar models, and has direct relation 
to the high-energy neutrino flux relevant to the "solar 
neutrino puzzle". The first experiment2) measured the 
8 17 factors at the center-of-mass energies ranging from 
0.7 to 1.7 MeV. The results are consistent with the 
direct capture cross sections measured by Vaughn et 
a1. 3) and Filippone et a1. 4) The second experiment was 
aimed at improving statistical accuracy of data as well 
as at measuring precise angular distribution to extract 
E2 mixtures in the E1-dominant Coulomb dissociation 
yield. I) 

Radioactive 8B beams at 51.9 MeV/nucleon were 
provided by the RIPS separator, which bombarded a 
50 mg/cm2 208Pb target. Outgoing proton and 7Be 
were detected in coincidence by a plastic-scintillator 
hodoscope. The Coulomb dissociation yield was ob­
tained as a function of the p-7Be relative energy and 
of the scattering angle ()8, angle of the p-7Be center­
of-mass with respect to the beam direction. The re­
sultant ()8 distributions were analyzed by a distorted 
wave calculation. The result suggests very small e = 2 
amplitudes, which supports the analysis with pure E1 
transition in extracting 817 factors. Details of the ex­
perimental setup and of the analysis on the ()8 distri­
butions were reported in Ref. l. 

The 817 factors extracted from the second exper­
iment are shown in Fig. 1 together with the results 
from the first experiment and those from the direct 
7Be(p" )8B measurements. As seen in the figure, a 
much better statistical accuracy is achieved in the sec­
ond experiment. The Coulomb dissociation results 
shown in the figure were obtained by assuming E1 tran-

*1 Department of Physics, University of Connecticut, U.S.A. 
*2 Institut de Physique Nucleaire, Universite Catholique de 

Louvain, Belgium 
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Fig. 1. Astrophysical S17-factors extracted from the 
first (thick crosses) and second (large solid dots) ex­
periments together with existing (p,,) data. 

sit ion with small corrections due to the e = 2 compo­
nent evaluated by the analysis of the ()8 distribution 
discussed in Ref. 1. The two results are slightly dif­
ferent from each other, but both are consistent with 
the (p,'Y) data by Vaughn et a1. 3) and Filippone et 
al.,4) who observed low values compared with the other 
direct-capture results. 
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1) T. Kikuchi et al.: Phys. Lett. B 391, 261 (1007); T. 

Motobayashi et al.: RIKEN Accel. Prog. Rep. 30, 51 
(1997). 

2) T. Motobayashi et al.: Phys. Rev. Lett. 13, 2680 (1994); 
N. Iwasa et al.: J. Phys. Soc. Jpn. 65 , 1256 (1996). 

3) F. J. Vaughn et al.: Phys. Rev. C 2 , 1657 (1970). 
4) B. W. Filippone et al.: Phys. Rev. Lett. 50, 412 (1983); 

Phys. Rev. C 28, 2222 (1983). 
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Shell Model Calculation of Magnetic Moments 
of Light Mirror Nuclei 

H. Kitagawa, M. Tanigaki, T. Suzuki, and H. Sagawa 

[Shell model, Magnetic moment] 

Magnetic moment (/-L), sum of spins (S) and angular 
momenta (J) of nucleons, gives information on their 
occupation numbers in each orbit, which is a good 
probe for the nuclear physics. Recently, an anomaly 
in the (A = 9, T = 3/2) mirror pair was reported l ) 

providing that A is the mass number and T is the to­
tal isospin. 

The experimentally observed value l ) of the isoscalar 
part of this system is significantly larger than the value 
calculated under the conventional shell model. The 
effect of the first order configuration mixing is already 
included in the shell model calculation. Fukunishi2) 

estimated the isoscalar part of the (A = 9, T = 3/2) 
mirror pair, and has shown that it is impossible to 
reproduce the experimental value within the first order 
configuration mixing. The effect of the second order 
configuration mixing needs to be estimated. We have 
therefore calculated both isoscalar and isovector parts 
for the light nuclei whose mass numbers are from A = 8 
to 13. Comparing with the experimental values, large 
deviations are found in the isovector part of the (A = 8, 
T = 1) pair, and in the isoscalar part of the (A = 9, 
T = 3/2) pair. 

We have then estimated the contributions of the sec­
ond order configuration mixing to the isoscalar and 
isovector parts for the following five mirror pairs: (A = 
8, J7r = 2 -, T = 1), (A = 9, J7r = 3/2 -, T = 3/2), 
(A = 11, J7r = 3/2-, T = 1/2), (A = 13, J7r = 1/2-, 
T = 1/2), and (A = 13, J7r = 3/2-, T = 3/2). This 
correction is divided into two parts: the one-body op­
erator (core polarization Fig. 1) and the two-body op­
erator (valence polarization Fig. 2). Two body matrix 
elements are calculated from the one-boson exchange 
potential,3) which includes the 7r-, p-, W-, and (j mesons 
from the s-shell to the phf-shell. Particle exciations are 
taken up to 4nw. Wave functions of the nucleon are 
the harmonic oscillator type. 

Results of calculations of the isoscalar part are 
shown in Table 1. Corrections due to the second order 
configuration mixing (core and valence polarizations), 
together with the experimental and calculated values 
by the shell model (within the first order configura­
tion mixing), are listed. For the A = 9 mirror pair 
it is desired to increase the isoscalar part of magnetic 
moment, /-LIS, in order to reproduce the experimental 
value. We can obviously see that the corrections of 
these polarizations are not enough. It may be difficult 
to reproduce such a large deviation in the A = 9 pair 
with the harmonic oscillator wave functions. As for 

Core Polarization 

N-type S-type C-type 

Fig. 1. Typical diagrams of the second order configuration 
mixing, core-polarizations. 

Valence Polarization 

Fig. 2. Typical diagrams of the second order configuration 
mixing, valence-polarizations. 

Table 1. Results of calculations of the isoscalar part of 
magnetic moment under the second order configuration 
mixing. 

8/1/5 J.LI5 

(A, pr, T) core val. total expo cal. cliff. 
(8,2+,1) -0.018 -0.008 - 0.026 1.344 1.332 +0.012 
(9, ~- , ~) - 0.010 -0.005 -0.015 1.024 0.947 +0.077 

(11, ~- , ~) -0.006 -0.003 -0.009 0.862 0.871 -0.008 

(13, ~- , ~) -0.009 +0.001 -0.008 0.190 0.186 +0.004 

(13, ~- , ~) -0.006 - 0.004 - 0.010 0.894 0.887 +0.008 

the isovector part, effect of the meson exchange cur­
rent will change it. We should also estimate the other 
corrections of the Coulomb force and of the binding en­
ergy effect, by changing the wave functions of nucleon. 
Our formulation is possible to include these effects.4) 
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Spin Dipole States of Deformed Nuclei 

H. Kurasawa* and T. Suzuki 

[Spin dipole states, Deformed nuclei] 

The spin dipole states which are excited by (r x 
alkT have the total spin of either 0-, 1- or 2-. Since 
they are a counterpart of the well-known giant dipole 
states, it is a longstanding problem how they are dis­
tributed as a function of the excitation energy. 

So far, the (e, e') and (p, n) reactions for 12C tar­
get showed the existence of the spin dipole states in 
the giant dipole resonance region, and most of them 
were considered to be 1- states.1,2) Recently, however, 
Okamura et al. 3) have performed the (d, 2He) experi­
ment, and found, through the tensor analyzing power, 
that the spin dipole resonance is mainly due to the 2-
states. We have thus studied theoretically the distri­
bution of the spin dipole states in a deformed nuclear 
model. 

It is well-known that giant dipole states are split 
into two groups in deformed nuclei. We take the oblate 
shape nuclei, as an example. Then, the first group with 
low excitation energy is composed of the K = 1 states, 
while the second one with high excitation energy is due 
to the K = 0 states . In the I'-absorption and (p,l'o) 
reaction, the ratio of the E1-strength of the first group 
to that of the second one is 2 to 1, according to the 
K -degrees of freedom. On the contrary, in the (p, 1'1) 
reaction, the ratio is 1 to 2, according to the angular 
momentum coupling. 1) 

We can discuss the splitting of the spin dipole states 
as to the matrix elements of (r x CT )fvrT3 in the same 
way. The 0- spin dipole states are split into two 
groups. The ratio of the strength of the first group 
to that of the second group is 2 to 1. The 1 - spin 
dipole states are split into two groups, but in a differ­
ent way from that of the dipole states. The 1 - states 
with K = 0- are included in the first group, while 
those with K = 1 - are separated into the first and the 
second groups with the same strength. The 2- states 
with K = 1- are distributed in the same way as that 
of the 1- spin dipole states with K = 1-. On the 
other hand, the 2- states with K = 2- appear only in 
the first group. The 2- states with K = 0- are split 
into the two groups with the strength ratio to be 1 to 
2. 

We apply the deformed nuclear model to the gi­
ant dipole and spin dipole states of 12C. We have 
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performed RPA calculations to describe the intrinsic 
states of 12C using the Nilsson potential with the sep­
arable dipole-dipole and spin-dipole-spin-dipole inter­
actions. 

The results for the (I', n) cross section show that the 
two peaks at 22.5 and 25.5 MeV of the experimental 
data are well reproduced by the K = 1- and 0- dipole 
states, respectively. Comparison of our results with 
the 11 B(p, rO)12C and 11 B(p, rd 12C cross sections also 
supports the present model very well. 

Within the same framework, we have calculated 
the strength of the spin dipole states. The collective 
2- state is observable experimentally at 19.4 MeV. 
The B(M2) value of this state is estimated to be 
200 ± 50J.t~fm2 from electron scattering data,2) while 
the present model yields 228J.t~fm2. Our calculations 
show that the peak around 21 MeV is composed of the 
1- and 2- states, and about 2/3 of the strength is due 
to the 2- states. We interpret this peak as the spin 
dipole resonance like observed at 22 MeV in various 
reactions. 

In the present model, the collective 2- states with 
K = 1- and K = 2- are found in the resonance region. 
In particular the K = 1 - state almost exhausts the 
sum rule value. 1) In contrast to the 2- states, the 0-
and 1- states are not so collective, and the strength is 
distributed over a wide energy region. 

In conclusion, the distribution of the spin dipole 
states of 12C, which is recently revealed by the ten­
sor analyzing power of the (d, 2He) reaction, is qual­
itatively explainable in the deformed nuclear model. 
The (I', n), (p, 1'0) and (p, I'd data are also reproducible 
consistently. The distribution of the spin dipole states 
in 12C, however, is fairly affected by the spin-orbit force 
and the residual forces. It will be interesting to explore 
how the spin dipole states are distributed in heavy nu­
clei. 
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A Giant Halo at the Neutron Drip Linet 

J. Meng and P. Ring* 

[Giant neutron halo, RHB theory] 

With perpetual improvement in the techniques of 
producing radioactive beams, the study of exotic nu­
clei very far away from the line of ,6-stability has now 
become feasible. Experiments of this kind may cast 
new light on nuclear structure, and novel and entirely 
unexpected Features may appear: Neutron rich nuclei 
can have a structure very different from normal nuclei. 
They consist of a normal core surrounded by a skin of 
neutron matter. Close to the drip line, where the cou­
pling to the continuum becomes important, a neutron 
halo can develop, as it has been observed in several 
light nuclei, the most famous of which is 11 Li . How­
ever, in all of the halos observed so far, one halo has 
only a very small number of neutrons, namely one or 
two neutrons outside of the normal core. Even in the 
chain of He-isotopes, only 6He shows indications of a 
possible halo containing 2 neutrons , whereas 8He with 
its large 2-neutron separation energy of 2.24 MeV has 
only a skin of neutron. 

In order to study the influence of correlations and 
many-body effects it would be very interesting to find 
also the nuclei with a larger number of neutrons dis­
tributed in the halo. In this letter we report on the 
theoretical prediction of a giant neutron halo for Zr­
isotopes close to the neutron drip line. This halo is 
formed by up to six neutrons outside of the 122 Zr core 
with the magic neutron number N = 82. 

Recently, a fully self-consistent relativistic method 
has been developed for the description of halo nuclei. 
It is based on Relativistic Hartree-Bogoliubov (RHB) 
theory in coordinate space.!) It is a relativistic exten­
sion of conventional Hartree-Fock-Bogoliubov theory 
in coordinate space.2) Being relativistic, it is able to 
take into account at the same time the proper isospin 
dependence of the spin-orbit term which is very crucial 
for the accurate reproduction of recent measurements 
of the isotopic shifts in the Pb-region3) and for the re­
liable description of nuclei far away from the line of 
,6-stability.4) In addition, this theory provides a self­
consistent treatment of pairing correlations in the pres­
ence of the continuum. As it has been shown in Ref. I 
the scattering of Cooper pairs into the continuum con­
taining low-lying resonances of small angular momen­
tum plays an important role for the formation of a 
neutron halo. By using the density dependent zero 
range interaction, the halo in 11 Li has been success­
fully reproduced in a self-consistent picture. Very good 
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agreement with recent experimental data has been 
obtained without any further adjustment of parame­
ters. To obtain these results, a complete solution of 
the RHB equations in coordinate space is necessary. 
The expansion in a harmonic oscillator basis which is 
very useful only for the nuclei close to the line of ,6-
stability, provides a very poor approximation in the 
continuum, even if a large number of oscillator shells 
is taken into account. The simple Bardeen-Cooper­
Schrieffer (BCS)- approximation used leads to a par­
tial occupation of unbound states in the continuum and 
therefore leads to a gas of evaporating neutrons. Here 
we report on calculations (where the same method as 
in Ref. I has been used) made to investigate halos in 
Zr-nuclei at the neutron drip line. 

We predict neutron halos in the Zr nuclei close to 
the neutron drip line, which are composed not only by 
one or two neutrons, as is the case in the halos inves­
tigated so far in light p-shell nuclei, but which contain 
up to 6 neutrons. This is a new phenomenon, which 
has not been observed experimentally. It would allow 
the study of collective phenomena in neutron matter 
of low density. This prediction is based on RHB the­
ory in the continuum. It combines the advantage of a 
proper description of the spin orbit term with that of 
full Hartree-Bogoliubov theory in the continuum which 
allows in the canonical basis the scattering of Cooper 
pairs into low-lying resonances in the continuum. A 
density dependent force of zero range has been used 
in the pairing channel. It contains no free-parameter, 
because its strength is adjusted for the isotope 116Zr 
to a similar calculation with Gogny's force DIS in the 
pairing channel. The halos are formed by two to six 
neutrons scattered as Cooper-pairs mainly to the levels 
3P3j2, 2f7/2' 3Plj2, and 2f5/ 2 · This is made possible by 
the fact that these resonances in the continuum come 
down very close to the Fermi level in these nuclei and 
due to their coupling with the loosely-bound levels just 
below the continuum limit. 
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The Proton and Neutron Distributions in Na Isotopes: 
The Development of Halo and Shell Structure 

J. Meng, I. Tanihata, and S. Yamaji 

[Halo, Shell structure, RHB theory] 

The recent developments in the accelerator technol­
ogy and in the detection techniques around the world 
have changed the nuclear physics scenario. It is now 
possible to produce and study the nuclei far away from 
the stability line-so called "EXOTIC NUCLEI". Ex­
periments of this kind have cast a new light on nuclear 
structure, and novel and entirely unexpected features 
appeared: e.g. the neutron halo in 11 Li1) and neutron 
skin along with a rapid increase in the measured inter­
action cross-sections in the neutron-rich light nuclei. 
The extremely low proton to neutron ratio of these 
nuclei and physics connected with these low density 
matter have attracted increasing attentions in nuclear 
physics as well as other fields such as astrophysics. 

With an exotic matter distribution near the drip 
line, a lot of questions are still open: e.g., the relation 
between the halo and the shell effect, the difference 
between the proton and neutron distributions on and 
away from the stability line. How is the halo formed? 
Are there a rapid change from the normal nuclear den­
sity to the halo density, or a gradual change in the 
particle number? As the matter distribution is not 
measurable directly, series of experiments at different 
incident beam energies are necessary in order to de­
termine the model-independent density distribution of 
both proton and neutron. Among all the experiments 
carried out so far, N a isotopes provide a good oppor­
tunity to study the density distributions over a wide 
range of neutron numbers.2) We report here a system­
atic study of nuclear density distributions in Na iso­
topes within the Relativistic Mean Field (RMF) the­
ory, with the pairing and blocking effects for odd par­
ticle system properly described by Hartree-Bogoliubov 
theory in coordinate representation, and we try to an­
swer some of the general questions in these low-density 
nuclear matter. 

Recently, a fully self-consistent calculation within 
the Relativistic Hartree-Bogoliubov (RHB) theory in 
coordinate space for the description of the chain 
of lithium isotopes ranging from 6Li to 11 Li was 
reported. 3) It combines the advantages of a proper 
description of the spin-orbit term with those of full 
Hartree-Bogoliubov theory in the continuum, which 
allows in the canonical basis the scattering of Cooper 
pairs to low lying resonances in the continuum. Ex­
cellent agreement including binding energy, matter ra­
dius , and matter distribution with the experimental 
data was obtained without any modification of the neu­
tron Ip1 /2 level like the former works. As the theory 
used here is fully microscopic and parameter free, it 
gives consistent description of the proton and neutron 
distributions, and the development of proton and neu-
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tron halos or skins could be examined. 
Summarizing our investigations, the development 

of a proton skin as well as a neutron skin has been 
systematically studied with a microscopic RHB the­
ory, where the pairing and blocking effects have been 
treated self-consistently. A systematic set of calcula­
tions for the ground state properties of nuclei in N a iso­
topes is presented using the RHB together with stan­
dard Glauber theories. The RHB equations are solved 
self-consistently in the coordinate space, so that the 
continuum and pairing have been better treated. The 
calculated binding energies are in good agreement with 
the experimental values. A Glauber model calculation 
has been carried out with the density obtained from 
the RHB. A good agreement has been obtained with 
the measured cross sections for 12C as a target, and a 
rapid increase of the cross sections has been predicted 
for neutron rich Na isotopes beyond 32Na. The sys­
tematics of the proton and neutron distributions are 
presented. After systematic examination of the neu­
tron, proton, and matter distributions in the Na nuclei 
from the proton drip-line to the neutron drip-line, the 
connection between the tail part of the density and the 
shell structure has been found. The tail of the matter 
distribution is not so sensitive to how many particles 
are filled in the major shell. Instead, it is very sensitive 
to whether this shell has an occupation or not. The 
physics behind the skin and halo has been revealed as a 
spatial demonstration of shell effect: simply the extra 
neutrons are filled in the next shell and sub-shell. This 
is in agreement with the mechanism observed so far in 
the halo system but more general. As the 1£7/2 is very 
close to the continuum, the N = 28 closed shell for sta­
ble nuclei fails to appear due to the coming down of the 
2P3/2 and 2P1/2 levels. Another important conclusion 
here is that, contrary to the usual impression, the pro­
ton density distribution is less sensitive to the proton 
to neutron ratio. Instead, it is almost unchanged from 
the proton drip-line to the neutron drip-line. Simi­
lar conclusion has been obtained recently by charge 
exchange reaction experiment.4) The influence of the 
deformation, which is neglected in the present inves­
tigation, is also interesting to us, a further more ex­
tensive study to extend the present study in deformed 
cases are in progress. 
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Structure of Unstable Nuclei Studied by 
Monte Carlo Shell Model 

Y. Utsuno, T. Mizusaki, T. Otsuka, M. Honma, and N. Fukunishi 

[Monte Carlo method, Shell model, Shell closure] 

Recent experimental studies on the neutron-rich nu­
clei have indicated that the shell gap at N = 20 van­
ishes in the 32Mg region. 1,2) Theoretically, the shell­
model approach to include lower part of the pf shell 
have succeeded in describing the structure of N = 20 
isotones.3) 

In order to obtain the eigen solutions of many­
body quantum systems, the Quantum Monte Carlo 
Diagonalization (QMCD) method has been proposed 
recently.4) The QMCD method is applied to the large­
scale shell-model calculations, and is proved to be very 
efficient. 5) 

We apply the QMCD method to the large-scale shell 
model calculations for the N = 20 region. The same 
valence shell and effective interaction as Ref. 3 are 
adopted. We have developed a method to remove 
the spurious center-of-mass motion suitable for the 
QMCD method. Eigenvalues of the Hamiltonian for 
yrast states obtained by three calculations are shown 
in Fig. 1. The energies obtained by the QMCD method 
are much lower than those of any truncated model 
spaces. Note that the basis dimensions of the M = 0 
model space become about 1 million for the 4p4h 
calculation. In the QMCD calculation, the expecta­
tion value of the center-of-mass Hamiltonian becomes 
about 10- 4hw, which is a very small quantity. Thus, 
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Fig. 1. Energy levels of the lowest states of 32Mg. The 
2p2h (4p4h) means the truncated model space, where 
the number of neutrons excited to the pf shell is re­
stricted to 2 (4). For t he 2p2h and 4p4h, the energies 
relative to the ground-state energy of QMCD calcula­
tion are shown. 

the feasibility of the QMCD method is confirmed. 
Figure 2 shows the B (E2) values and pf-shell 

neutron-occupation probabilities for N = 20 isotones 
by using the same Hamiltonian as Ref. 3. It turns out 
that the neutron-rich N = 20 isotones are too much 
deformed for the Hamiltonian designed for the trun­
cated model space. Therefore, we are looking for a 
Hamiltonian appropriate for the larger model space, 
and about to start, for nuclei around 32Mg, the sys­
tematic calculations which were impossible with the 
conventional shell model. 
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Fig. 2. (a) B(E2; ot ~ 2i) values, and (b) pf-shell neu­
tron occupation numbers, for N = 20 isotones. The 
dashed and dot-dashed lines in (a) correspond, respec­
tively, to the B(E2) values by the 2p2h truncation and 
sd-shell calculation. The ep = 1.3e and en = 0.5e are 
adopted as the effective charges. 
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Quantum Monte Carlo Diagonalization Method 
with Condensed-Pair Bases 

N. Shimizu, T. Otsuka, T. Mizusaki, and M. Honma 

[Shell model, Quantum Monte Carlo method, Nuclear structure] 

In order to study nuclear structure, the shell model 
is one of the most useful approaches. In many shell­
model calculations, however, one has to diagonalize 
Hamiltonian matrix in the full valence-nucleon Hilbert 
space. The dimension of such a model space becomes 
too large for heavier nuclei, prohibiting the diago­
nalization of the matrix. In order to overcome this 
difficulty, the Quantum Monte Carlo Diagonalization 
(QMCD) method was proposed by Honma et al. l - 3 ) 

We outline first the framework of the QMCD here. 
The QMCD is a method of solving many-body prob­
lems by diagonalizing the Hamiltonian in a subspace 
consisting of a tractable number (;S 50) of bases. Each 
basis is generated by utilizing an auxiliary field Monte 
Carlo technique. The auxiliary field is controlled 
stochastically, while the number of the bases needed 
to express the eigenstates under investigation is sup­
pressed by selecting more favorable bases. 

This method mentioned above is successful in large­
scale shell model calculations. We can calculate wave 
functions and restore various symmetries explicitly. 

The basis has been a Slater determinant till now. 
This seems to be very efficient for the nuclei lighter 
than A rv 100. However, it turns out that we need 
too many bases to handle larger systems with stronger 
pairing correlations. Therefore, we propose to use 
condensed-pair bases as the basis states instead of 
Slater determinants. 

The condensed-pair basis is written as 1 <p) 
(At)NI_), where N denotes one half of the number of 
valence nucleons, and 1-) is an inert core. The At is so­
called lambda pair: At == Eij Aij c! c} with Aij being 

the amplitude and c! the nucleon creation operator.4) 

One of the advantages to use this type of bases 
is capability of using the solution of Hartree-Fock­
Bogoliubov method as an initial state. 

We then compare the calculation with condensed-
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pair bases to the one with Slater determinant bases by 
taking a simple system (Fig. 1). The Hamiltonian in 
this system consists of a pairing interaction and single 
particle energies. One can see that the condensed-pair 
basis can express this system quite efficiently. 
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Fig. 1. Energies as a function of the QMCD basis dimen­
sion for the pfg-shell. H = G E pt P with G = -0.25 
MeV. The Hartree-Fock-Bogoliubov solution is used as 
the first basis in the condensed-pair basis calculation. 
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The Pseudo-Spin Symmetry in Realistic Nuclei 

J. Meng, K. Sugawara-Tanabe, S. Yamaji, P. Ring,* and A. Arima 

[Pseudo-spin symmetry, Relativistic mean field] 

For thirty years the pseudo-spin symmetry 1 ,2) has 
been used as a convenient concept, even though its 
deep physical reason remains unknown. While the rel­
ativistic mean field has been proposed for more than 
two decades and has been used as a relativistic version 
of the conventional nuclear theory, it has proven to be 
very successful. 

Starting from the Dirac equation, Ginocchio found 
an elegant way to connect between the pseudo-spin 
symmetry and the equality in the scalar and vector 
potentials. It was revealed that pseudo-orbital angular 
momentum is the "orbital angular momentum" of the 
lower component of the Dirac wave function. 3) From 
the point of Relativistic Mean Field (RMF), it is very 
interesting to check how good the pseudo-spin sym­
metry is for the realistic nuclei. Here, starting from 
the standard RMF, instead of assuming the equality 
in magnitude of the scalar and vector potentials, we 
have treated the equation exactly and obtained a gen­
eral formalism leading to the pseudo-spin symmetry. 
It will be shown that there are two ways to solve the 
Dirac equation. Concerning the energies of the solu­
tion for the large and small components, they appear 
to be the same. The conventional way is to reduce the 
Dirac equation to a Schrodinger type equation for the 
upper component, and the spin-orbital splitting is dis­
cussed. On the other hand, we can obtain an equation 
for the lower component, and then the splitting will be 
in pseudo-spin. For example, we have chosen 88 Zr and 
120Zr to study the energy splitting of the pseudo-spin 
partners and its energy dependence in realistic cases. 

The standard Dirac equation of RMF is as follows: 

[ei· p+ Vv(T) + (3(M + Vs (T))l1j!(f') = f.1j!(f') , (1) 

which describes a Dirac spinor moving in a potential 
denoted by the scalar potential Vs (f) and vector poten­
tial Vv (T). In the following we will introduce the po­
tential V = Vv(f) + Vs(f), which is around -50 MeV, 
and the effective mass M* = M + Vs (T). In the spher­
ical case, the V depends only on the radius. We have 
chosen the phase convention of the vector spherical 
harmonics as: 

(2) 

where 

I' 2 . I {I + 1, j = I + 1/2 (3) 
= J - = 1-1, j = I - 1/2 

Here, If is nothing but the pseudo-orbital angular mo­
mentum. After some tedious simplification, one rea­
ches the radial equation of the lower component: 

Physik-Department cler Technischen Universitat Miinchen, 
Germany 

(4) 

We can discuss the approximation of the pseudo­
spin symmetry by considering the equation of the small 
component. For this purpose, the recently developed 
Relativistic Hartree-Bogoliubov (RHB) theory in coor­
dinate space has been used.4) We find that the degree 
of the degeneracy improves if the corresponding lev­
els are less bound. In 88Zr , as the 2d3/ 2 and 381/2, 
2d5/ 2 and 197 / 2 pairs are near the fermi surface, so 
that their splittings are very small. Similar cases for 
120Zr are also observed. 

The pseudo-spin symmetry is examined for the first 
time in realistic nuclei in the framework of RHB.4) 
We have found a more general condition for the hid­
den pseudo-spin symmetry from the Dirac equation for 
the lower component: i.e., dVjdr = 0, which includes 
V = ° discussed in Ref. 3 as a special case. From the 
simple Dirac equation, i has been shown that there are 
two equivalent ways to solve the coupled Dirac equa­
tion for the upper and lower components: the normal 
spin or pseudo-spin formalism. Solving the reduced 
uncoupled differential equations for the lower compo­
nent is the same as that for the upper component, as 
the eigenvalue obtained is the same. The relation be­
tween the upper and lower components indicates that 
the unitary transformation from the conventional to 
pseudo-spin formalisms has the "p-helicity". By study­
ing the splitting caused by the pseudo-spin orbital po­
tential, the quality of pseudo-spin symmetry in real­
istic nuclei is examined. For a given angular momen­
tum and parity channel, the centrifugal barrier mul­
tiplied by the factor E - V becomes stronger for the 
less bound level, so that the pseudo-spin symmetry 
for the weakly bound state is better than the deeply 
bound state. This is in agreement with the experimen­
tal observation1,2) and with the former model study to 
assume a spherical square potential-well.3) The above 
conclusion has been well supported by the examples of 
88Zr and 120Zr. 
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Double Giant Quadrupole Resonance 

H. Kurasawa* and T. Suzuki 

[Giant resonance] 

The double giant quadrupole resonance (DGQR) has 
been observed with nuclear interaction using heavy 
ion beams at intermediate energies. 1) Recent experi­
ments on (7r+, 7r-) and relativistic heavy ion reactions 
have also revealed the existence of the double giant 
dipole states (DGDR) in various nuclei. 1) The giant 
resonance states are characterized by their excitation 
energy, width, and excitation strength. Emling et al.l) 
have summarized the experimental data, and found 
the relationship of the excitation energies and widths 
of DGDR and DGQR to those of the single giant reso­
nance states (GDR and GQR), as W2 = (1.91 ±0.02)Wl 
and r 2 = (1.60±0.03)r1 . Here, W2 (WI) stands for the 
excitation energy and r 2 (r1 ) the width of the double 
giant resonance state (single giant resonance state). 
They have also compared the strength of double gi­
ant resonance states with various theoretical values, 
and found that all the theoretical values obtained so 
far underestimate the data by more than a factor of 
2. Contrary to DGDR, the strength of GDR is well 
known to be reproduced by the Thomas-Reiche-Kuhn 
(TRK) sum rule. 

In Ref. 2 , we have derived the model-independent 
sum rule for DGDR strength which corresponds to 
TRK sum rule. We have shown that the excitation 
energy and width of DGDR are well understood model­
independently, but the sum rule value is only a half of 
the experimental one. As far as we know, this disagree­
ment has not been solved yet. 

We can also derive the sum rule for the DGQR 
strength, although some assumptions are required. Let 
us define the strength function of DGQR as 

(1) 

where A f is given by 

Af = L UIQln)(nIQIO) = UIQ210) , (2) 

with Q = L~=l (2z; - x7 - yf) . For this function the 
non energy-weighted and energy-weighted sum rules 
are given as 

(3) 

S~l) = I:(E f - Eo) IUIQ2 10)12 . (4) 

f 

The non energy-weighted sum over If) should not in­
clude the ground state 10), but the energy-weighted 
sum can include 10) as well as If). Because of this fact 
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the energy-weighted sum can be expressed in terms of 
the double commutator, 

s~l) = ~ (01[Q2, [H, Q2)]10). (5) 

The commutator with Q2 is rewritten with Q as 

s~1) = ~(0 I Q2[Q ,[H, Qll+2Q[Q , [H,QllQ 

+ [Q , [H , Q]]Q2 10). (6) 

When we assume [Q, [V, Q]] = 0, as in TRK sum rule, 
we obtain: 

S~l) = L(Ef - Eo)IUIQ210)12 

f 

= ~{2(0 I Q2MI0) + (0IQ3 10)}, 
m 

(7) 

where M is defined by M = L~=l r;. If we assume 
furthermore that the nucleus is spherical and that 

(0IQ2 In)(nIMI0) = 0 (In) -110», (8) 

then Eq. (7) is expressed in terms of the sum rules of 
GQR, 

S~l) = 4siO) sill , 

where siO) and sF) are described as, 

sill = I:(En - Eo)l(nIQ I0) 12, 

(9) 

(10) 

(11) 

Now we define the mean energies of DGQR and GQR 
by using the energy-weighted and non energy-weighted 
sum rules, 

W2 = s(1)/s(O) W = S(l)/S(O) 
22' Ill' (12) 

Then, the sum rule in Eq. (9) gives 

W2 {SiO)}2 
WI =4~. (13) 

2 

Thus the ratio of DGQR strength to GQR one is re­
lated to that of their excitation energies. If we take 
the experimental value W2 ~ 2W1, Eq. (13) gives 

(14) 

This result contradicts the experimental value by fac­
tor 2, as in the case of DGDR.2) It is very important 
to understand this disagreement in nuclear physics. 
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Possible Enhancement of the El Decay Rates 
of Double Giant Dipole Statest 

V. G. Soloviev,* A. Arima, and N. Dinh Dang 

[Double-giant dipole resonance, El decay rates] 

The electromagnetic excitation of the double giant 
dipole resonance (DGDR) in relativistic heavy-ion re­
actions has been studied in a wide range of nuclei. The 
observed excitation energy of the DGDR is about twice 
as much compared to the energy of the giant dipole res­
onance (GDR). The observed width of the DGDR is 
larger than the GDR width by 1.6 times. l ) The most 
striking point is that the strength of the DGDR was 
found strongly enhanced as compared to any theoret­
ical estimations available so far. Among theoretical 
studies, which have been devoted to the description of 
the DGDR states, we notice Ref. 2, where the general 
properties of the DGDR were treated making use of 
a sum rule approach. One of the major results ob­
tained in Ref. 2 is, if the mean energy of the DGDR 
is twice as much compared to the GDR energy, the 
DGDR strength is larger than that of the GDR by a 
factor of.j2. It means that there is a discrepancy be­
tween the strength of DGDR determined by the sum 
rules and the experimental systematics. 

The aim of the present work is to study a possibility 
for the enhancement of the El decay as well as exci­
tation. of DGDR in a two-step process. The present 
paper shows that: 

(:t) the El transition rates from the DGDR states 

Condensed from the article in Phys. Rev. C 56, R603 (1997) 
Bogolyubov Laboratory of Theoretical Physics, JINR, 
Russia 

to the GDR ones can be enhanced as compared to 
those between the two-dipole-phonon components in 
wave functions of the DGDR states and the one-dipole­
phonon components in wave functions of the GDR 
states. This enhancement can be observed experimen­
tally in the ,-decay spectra of the El transition from 
the DGDR to the GDR. 

(2) it is possible to expect an enhancement of the 
DGDR states, which are formed in a two-step pro­
cess of two consequent El transitions rather than in a 
Coulomb excitation. 

The observation of the DGDR may also serve as a 
signature of order in chaos, which takes place at such 
high excitation energies in nuclei. 
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Possible Deviation of the Sum of Strengths for Double Giant 
Dipole Resonance from Harmonic Oscillator Limit t 

N. Dinh Dang, A. Arima, V. G. Soloviev,· and S. Yamaji 

[Double-giant dipole resonance, Harmonic ocsillators' limit] 

The recent observation of the double giant reso­
nance dipole (DGDR) in relativistic heavy-ion reac­
tions of a wide range of nuclei has attracted a consid­
erable attention. 1) The observed excitation energy of 
the DGDR is about twice as much compared to the 
energy of the giant dipole resonance (GDR). Its width 
is larger than that of GDR by 1.6 times. While these 
parameters of the DGDR are in a good agreement with 
the representation of the multiphonon giant resonance, 
which is formed by non-interacting harmonic oscilla­
tors, the most striking point is that its strength has 
been found to be strongly enhanced as compared to 
any theoretical estimations available so far. Recently, 
making use of a sum rule approach, K urasawa and 
Suzuki2) have demonstrated that, if the mean energy 
of the DGDR is twice as much compared to the GDR 
energy, the DGDR strength is larger than that of the 
GDR by a factor of.;2. Thus, there is a discrepancy 
between the strength of the DGDR determined by the 
sum rules and the experimental data. 

In the present paper we have shown the importance 
of the part containing the products of the particle -
particle (pp) and hole - hole hh pair operators (the 
so-called scattering terms) of the nuclear Hamiltonian 
in calculating the energy weighted sum of strengths 
(EWSS) for the DGDR. This part is known to have a 
little influence on the phonon energy within the ran­
dom phase approximation (RP A) except for only the 
lowest levels in transitional and deformed nuclei. In 
the region of the GDR the contribution of this part 
is negligible. This is the reason why it has been ne­
glected in all microscopic calculations of the GDR so 
far. The present paper shows that it is no more al­
lowed in the study of the DGDR. Even though the pp 
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and hh pair operators cannot be expressed exactly in 
term of ph phonon operators, one can use the exact 
commutation relations of the former and the latter. 
The complete EWSS for the DGDR has been derived 
here for the first time, and a possible deviation from 
the value of this EWSS in the harmonic limit has been 
found. The formalism has been tested within a frame­
work of a degenerate two-level model, where the RPA 
has the simplest analytical solution. We found an ex­
ample when this deviation is quite large and enhances 
strongly the EWSS for the DGDR at various particle 
numbers, while the EWSS for the GDR itself and the 
energy of GDR change only slightly. 

The present study, even though by the numerical 
calculations within a schematic model, shows that it is 
decisively important to include the full nuclear Hamil­
tonian in the study of the DGDR because some part 
of the Hamiltonian, while having a small influence on 
the GDR, may affect strongly the DGDR characteris­
tics. It also shows that the DGDR is not a superpo­
sition of independent harmonic oscillators, but a com­
plex of interacting multiphonon configurations. The 
latter makes the DGDR properties strongly deviated 
from the harmonic picture. 
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Constrained GCM Calculations Based on 3D-CHFB 

T. Horibata, M. Oi, and N. Onishi 

[Tilted rotation, Generator coordinate method] 

We have been carrying out a systematic calculation 
based on a self-consistent three-dimensional Cranked 
Hartee-Fock-Bogoliubov (CHFB) method in A '" 180 
region and have found a solution which represents a 
Tilted Axis Rotating (TAR) state. 1,2) Then, an effect 
of a quantum tunneling between the two TAR wells 
located symmetrically with respect to an equator is 
expected. By taking into account the effect we tried 
to describe the excited bands in terms of the two­
dimensional Generator Coordinate Method (GCM)3,4) 
in which the north-latitude along the prime meridian 
and the east-longitude along the equatorial line were 
employed as the generator coordinates. ' The method 
was a quite general and interesting approach in de­
scribing the bands as well as the yrast. However, we 
could not obtain the stable plateau in the GCM cal­
culation. The reason will be attributed to the fact 
that we lost much information concerning the high­
frequency part of wave functions which are contained 
in the states with small eigen values of the norm ker­
nel. This can mostly be taken into account through 
angular momentum projection of HFB states. 5) Calcu­
lations along this line are in progress separately from 
present work. 

Generally, in the process of solving the GCM equa­
tion the expectation values of angular momentum and 
the particle number will be shifted from the values of 
the CHFB constraints. To maintain the correct config­
uration of wave functions we restrict the expectation 
values of the angular momentum and particle number 
to their correct values during the process of solving 
the GCM. We solve the following constrained GCM 
equation, 

'" [H \ (o)NT 1/(0)J2 ] g(o) - E(o)g(o) L..J k,k' - AT k,k' - t'" k ,k' k' - k' 

k' 

We show the results without constraints (Fig. 1) and 
with constraints (Fig. 2) for the case of J = 18 Ii of 
1820S. In Fig. 1 we can see that two lowest solutions 
are almost degenerate and the next higher states lay 
more than 1 Me V higher positions. The solutions do 
not consist any stable plateau. In Fig. 2, however, 
we can find relatively stable plateaus. The energy 
splittings among the states are in the range of 10- 100 
KeV. These values are reasonable for the interpreta­
tion of any excited bands observed in this mass region. 
The angular momentum fluctuation is included in the 
wave function of a cranking model. As the value is 
~J2 '" 100 Ii in our calculation, we restrict the expec-
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Fig. 1. GeM solutions without constraints. 
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Fig. 2. GeM solutions with constraints. 

tation value of J2 to ",450 Ii. We found a rather stable 
plateau in the case where the constraints are switched 
on. Detail of the work will be published elsewhere. 
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Exotic State of 3D-CHFB 

T. Horibata and N. Onishi 

[Tilted rotation, Three-dimentional cranked HFB (3D-CHFB)] 

A systematic calculation based on a self-consistent 
three-dimensional Cranked Hartree-Fock-Bogoliubov 
(CHFB) method revealed a possible existence of a 
Tilted Axis Rotating (TAR) state in A '" 180 
region. 1 ,2) In the previous calculations the force pa­
rameters were chosen so as to reproduce just the overall 
features of low-angular momentum states of this mass 
region. The observed first backbending in A '" 180 
region is considered to be due to i13/2 neutron states, 
whereas in our calculation protons were playing the 
role. The reason was attributed to our slightly too 
strong Q.Q force parameters. In the present calcula­
tion, therefore, we refine the force parameters so as to 
reproduce the observed characteristic features in the 
yrast states of nuclei in the region. Moreover, we in­
crease the accuracy of numerical calculation by per­
forming a backward direction as well as a forward di­
rection along the prime meridian. As a result of the 
calculation we found the existence of a stable TAR 
state in the region of e rv 25° as shown in Fig. 1. Al­
though we do not have any experimental evidences for 
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Fig. 1. Energy curves along prime meridian. 
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the existence of such states for now, this is a convincing 
result that the TAR indicates certain new dynamics in 
this mass region. 

In the Fig. 1 we also find that the energy of the 
states near the north pole (8 = 90°) is negative, which 
means that the states around the north pole are lower 
in energy compared with the Principal Axis Rotating 
(PAR) yrast state. The wave function of this state con­
sists of the positive parity i13/2 neutron states. These 
neutrons aligne their angular momenta to the symme­
try axis and contribute to K = 8 band state. In the 
experimental data we find K = 8+ bands in several nu­
clei in this mass region. These bands are interpreted 
as a candidate of the t-band.3) Therefore, the inter­
pretation of the K = 8+ bands requires more precise 
analyses from both sides of experiment and theory. 

Furthermore, this time we find a new state just 
above the PAR yrast state (8 = 0°): at about E = 150 
Ke V higher than the PAR. This state has been ob­
tained in the calculation of the backward direction 
starting from e = 30°. The configuration of wave func­
tion changes drastically when the north latitude takes 
the values at around 8 = 10° '" 15°. Second phase 
transition occurs around 8 = 45°. When the backward 
calculations starting from 8 = 60° are performed, we 
found also new states in these angle regions. The curve 
is shown also in the Fig. 1. 

Solving the Generator Coordinate Method on these 
states, including the new ones, will be much interest­
ing. Detail of the results will be published in near 
future. 
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Signature and Angular Momentum in 3D-Cranked HFB Statest 

M. Oi, N. Onishi, N. Tajima, and T. Horibata 

[NUCLEAR STRUCTURE: Angular momentum projection, 3d-cranked HFB, Signature] 

We are interested in a relation between angular mo­
mentum and "signature", a symmetry of 1r-rotation 
around the intrinsic I-axis. In the textbook by Bohr 
and Mottelson,2) the relation is given in the particle­
rotor model as 

r = (_1)1 (when K = 0) , (1) 

where r, I and K denote the signature, total angu­
lar momentum and its projection onto the 3-axis (so­
called "K-quantum number"), respectively. This im­
plies that the even/odd members of rotational bands 
are classified by the + 1 / -1 signature. This is quite fa­
vorable for the cranking model because the signature 
is the only quantum number in the model. However, 
there is a question as to whether this relation can be 
applied to the cranking model because this relation is 
derived in the context of the particle-rotor model. Usu­
ally, it is believed that the relation holds quite well even 
in the cranking model. It is our major aim to examine 
the validity of this relation in the cranking model. 

In our study, cranked states are generated by 
the three-dimensional Hartree Fock Bogolibov (HFB) 
method. We solved the corresponding HFB equation 
in a fully self-consistent manner (the gradient method). 
Then, we use the exact angular momentum projection 
technique. 

What we need is the probability I(IM 1 ¢)1 2, where 
I¢) is a 3d-cranked HFB state. This can be calculated 
by the angular momentum projection as follows: 2) 

I(lM 11» 12 = T r [N1 j (2) 

1 

= L NkK (3) 

K= - I 

= (1) 1 Ph- K 11> ) . (4) 

Fig. 1 shows three pictures: (a) PAR (principal axis 
rotation), tv one-dimensional cranking model; (b) TAR 
(tilted axis rotation), tv 3d-cranked HFB); and (c) sig­
nature projected TAR. As seen in (a), the relation (1) 
holds very well. The HFB state consists of only mem­
bers with even angular momentum components, i.e. , 
r = + 1. The relation breaks down a little in (b). There 
are two reasons for this: (1) Signature is broken down 
by tilting the angular momentum vector toward 3-axis 
from I-axis ; (2) Mixing with high-K components be­
comes larger than the case (a) because of tilting of the 
angular momentum vector. 

To see which is more important, we make the signa­
ture projection, which is defined as follows: 

Ir = ± ) = N (I+9) ± 1-9». (5) 

Here , N is a normalization factor and I±O) is one of 
3d-Cranked HFB states with positive/negative tilting 
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Fig. 1. Probability distributions of (a) PAR, (b) TAR and 
(c) Signature Projected TAR. 

angle and the same angular momentum constraint. In 
Fig. l(c), we see how the signature projection works. 
For a state with r = 1, the relation between angu­
lar momentum and signature seems to be recovered. 
However, for a state with r = -1, we see no relation 
between angular momentum and signature, i.e., even 
and odd angular momentum components are mixed 
completely. 

Thus, there is no correlation between the signature 
and angular momentum unless the states have a domi­
nant K = 0 component. We also calculated the proba­
bility for each K components, and confirmed that the 
above statement should be right. PAR, TAR or Signa­
ture projected TAR with r = 1 states has more than 
50% of K = 0 components while signature projected 
TAR with r = -1 has less than 0.1% of K = 0 com­
ponents. 

We conclude that the relation between angular mo­
mentum and "signature" is not a universal one, at 
least, in the three-dimensional cranking model. Hence, 
we must treat the angular momentum iIistead of the 
signature in the general case. It is quite likely that 
a 3d-cranked HFB plus angular momentum projection 
technique can describe more general nuclear dynamics, 
i.e. , nuclear rotations beyond a mere cranking model. 

References 
1) M. Oi et al. : Phys. Lett. B 418, 1 (1998) . 
2) A. Bohr and B. Mottelson: Nuclear Structure (Ben­

jamin, New York, 1969) . 

23 



RIKEN Accel. Prog. Rep. 31 (1998) 

Doubly Periodic Motion in Superdeformed States 

K. Sugawara-Tanabe and K. Tanabe* 

[Cm / n symmetry, i::l.I = 4 bifurcation, Superdeformation] 

Recently, the 1::11 = 4 bifurcation in superdeformed 
bands has been observed,l) and has stimulated dis­
cussions on the nuclear structure. We have proposed 
a dynamical mechanism in the sense that the bifur­
cation originates from the periodicity of the intrinsic 
wave function. 2) We start from a general microscopic 
Hamiltonian H defined in the laboratory frame (L). 
We assume a rotational motion with the rotational 
frequency of w(t) , which is decomposed into two com­
ponents; one with the constant rotational frequency 
Wo pointing to the direction of the rotational axis 1, 
and another with I::1w(t) which corresponds to the pre­
cessional motion caused by the small asymmetry. We 
transform the L-frame into the body-fixed frame (B) by 
employing unitary operators. Then, the correspond­
ing Schrodinger eigenfunction at the B-frame is given 
by I 'lis (t) > B. In the interaction representation of 
IwS(t) >B= exp( - iHBt)lwI(t) >B , we obtain 

a I - I 
i atlw (t) >B= [-WOII - I::1w(t)I llw (t) >B· (1) 

An important remark is that Eq. (1) has the period­
icity of Tp and is invariant under the transformation 
of T = exp(ivTp 8/8t) with integer v, when the pre­
cessional angular frequency I::1w(t) has the value of wp 
related to Wo through wo/wp = Tp/TO = A. Thus, es­
pecially when these two periods are commensurable so 
that the ratio can be expressed as A = min « 1) 
in terms of two irreducible positive integers m and n , 
the nuclear system comes back to its original position 
and direction after the time-lapse nTp. In other words, 
T lwI (t) > B obeys the same Eq.(l). Thus, the invari­
ant solution describing the doubly periodic system can 
be constructed by summing up a finite series of inter­
fering terms with different hysteresis. 

Now, we solve Eq. (1) in the perturbation approx­
imation up to the first order of I::1w(t) , and then 
go back from B-frame to L-frame. We identify the 
state IWH > L in the Heisenberg representation at L­
frame (= exp(iHt) lwS(t) >L) with lIMa >L, and 
IWI(O) >B with lIMa >B, where a corresponds to 
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h = K for the case of axially symmtric deformation 
(uniform rotation). Finally we obtain the wave func­
tion of the Cm / n -type. 

lIMa >L = L DitM'(O) [1 + i
C 

M' 2 

x ~ (PvFv + FvPJ) ] 11M'" >B, (2) 

where C is calculated from Wo, wp and three kinds of 
moments of inertia; Pv as a function of woh VT p is the 
normalization so that it reduces to the axially sym­
metric solution in the limit of I::1w = 0; and Fv is given 
by 

. (27rmv) ( (27rmv)) Fv = s'tn - n- 12 + 1 - cos -n- h· (3) 

The energy difference between with and without a 
double periodicity up to the first order of I::1w is calcu­
lated by using Eq. (2). As a simple example, we adopt 
the triaxial rotor Hamiltonian. We choose n = 4 and 
m = 1 ( C1/ 4-type ), which reproduces the experimen­
tal datal) quite well. Similar numerical analysis was 
performed also for the C1/ 3-type (n = 3, m = 1) sym­
metry, and the result predicts the 1::11 = 6 trifurcation 
as a new possibility. From the relationship between 
Wo and wP ' we can show that there exists a domain of 
allowance for the stability of the state of Cm/n-type in 
such a way that lo(wo/wp)1 < 1/n2. The E2 transition 
rate calculated from Eq. (2) yields the reduced transi­
tion probability value B(E2) which deviates from the 
ordinary result for the axially symmetric rotor only in 
the second order of energy shift. 

References 
1) S. Flibotte et al.: P hys. Rev. Lett. 71, 4299 (1993); D. 

S. Haslip et al. : Phys. Rev. Lett. 78, 3997 (1997) . 
2) K. Tanabe and K . Sugawara-Tanabe: Proc. Int. Symp. 

on Symmetries in Science X, 1997-7, Plenum Press in 
press. 



RIKEN Accel. Prog. Rep. 31 (1998) 

Triaxial Nuclei in Relativistic Mean Field Theory 

S. Sugimoto, K. Sumiyoshi, D. Hirata, and H. Toki 

[Relativistic mean field theory, Triaxial deformation, 124Ba] 

We study the properties of heavy mass nuclei in­
cluding the possibility of triaxial deformation in the 
relativistic mean-field theory. We calculate the energy 
surfaces of about thirty even-even nuclei around 122Xe 
in the (3, plane on the Fujitsu VPP500/28 Supercom­
puter of the Computation Center in RIKEN. 

The relativistic many-body theory has been exten­
sively applied to nuclei and nuclear matter with re­
markable success in recent years. Hirata et al. l ) used 
its phenomenological version, the relativistic mean­
field theory (RMF), to study the ground-state proper­
ties of the stable and unstable nuclei with axial defor­
mation, and found the results very satisfactory. How­
ever, they found it necessary to extend the theory to 
include a triaxial deformation. In many nuclei the ax­
ial symmetric calculations give the energy curve as a 
function of the (3 deformation parameter , which has 
minima on both the prolate and oblate sides with en­
ergies very close to one another. For such a nucleus 
they cannot firmly conclude which shape it has as the 
ground state. Such a nucleus may have another type 
of deformation. Therefore, they added one more de­
gree of freedom C)' deformation) to their theory, and 
applied it to the light mass nuclei. 2) In the calculations 
they found the consistent results with axially symmet­
ric deformation code, and found for the sulfur isotopes 
42-56S a smooth transition from prolate through tri­
axial to oblate shapes and finally spherical shape. 

Since the similar importance of the triaxial shape is 
expected, we calculate the energy surfaces of about 
thirty even-even nuclei around 122Xe, Z = 50-58, 
N = 64-72 region to study the structure of shape 
transition of nuclei from prolate to oblate shapes. 
In the transition process, the triaxially deformed 
and/or gamma soft nuclei may emerge. We use the 
RMF theory which is extended to include the triaxial 
deformation.2) The RMF theory contains the meson 
masses, the meson-nucleon coupling constants, and the 
meson self-coupling constants as free parameters. We 
use the parameter set called TMA 3) whose parameters 
have mass number dependence and which has been ob­
tained to reproduce quantitatively nuclear properties 
in entire mass region. The wave functions of nucleons 
and mesons are expanded in terms of the eigenfunc­
tions of an triaxial deformed harmonic oscillator po­
tential. The expansion method is described in detail 
in the paper by Gambhir et al.,2,4) but one more de­
gree of freedom (-y deformation) is included newly.2) 

In the present calculation, we work with basis of the 
12 major shells for fermions and 10 major shells for 
bosons. In order to obtain the energy surfaces, we 
perform the quadratic constrained calculations on the 
quadrupole moments of nucleon distribution, Q20 and 
Q22.2,5) We note that we do not take the pairing cor­
relations into account, although they play an impor­
tant role for nuclear deformation. The investigations 
of how to incorporate them in the RMF theory are now 
in progress. 

Figure 1 shows the energy surface of 124Ba in {3, 
plane. The horizontal axis (, = 0°) denotes prolate 
shape and the tilted axis (, = 60°) denotes oblate 
shape. The region among these axes denotes triaxially 
deformed shape. The larger value of {3 indicates the 
stronger defomation. In Fig. 1 the position of absolute 
minimum is denoted by the black area. From the figure 
we can see that 124Ba may have the triaxially deformed 
shape in the ground state. For the other nuclei we 
calculated, we have found many interesting structures, 
and we are now investigating these results. 

y .. 60· 

0 . 0 0.2 0.4 

~cos (y) 

Fig. 1. The energy surface in the (3, plane of 124Ba. 
The positon of the absolute minimum is denoted by 
the black area. This figure indicates that 124Ba has a 
triaxial shape. 
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The Deformation Effect on the Pairing Gap 

K. Sugawara-Tanabe, N. Yoshida, and A. Arima 

[Deformation, Pairing gap, HFB, BCS] 

It has been discussed that the pairing gap is de­
creased by several effects, for example by Coriolis anti­
pairing effect,l) thermal effect2) and density effect.3) 

Here, we propose another new effect that decreases 
the pairing gap, i.e., deformation effect. It is well 
known that the pairing interaction favors the spher­
ical shape, while the quadrupole interaction favors the 
deformed shape. Comparing with the form of the 
mean-field in the case of Coriolis anti-pairing effect or 
with that in the case of thermodynamical potential, we 
find a similarity for the case of deformed mean-field. 
In the other words, the intensive variable corresponds 
to rotational frequency, temperature and the strength 
of the quadrupole field, while the extensive variable 
corresponds to an angular momentum, entropy and 
quadrupole field. 

Stimulated by this analogy, we have performed the 
realistic calculations for 152Dy using the Nilsson plus 
Bardeen-Cooper-Schrieffer (BCS) calculation for N = 
3, 4, 5 and 6 shells (148 levels), and also the con­
strained Hartree-Fock-Bogoliubov (HFB) calculation 
which is self-consistent but for smaller single-particle 
space (64 levels in proton and 88 levels in neutron). 
Both calculations give a decrease of the pairing gap 
(.6.), as a function of the deformation parameter (8) or 
the strength of the quadrupole field (X). 

I t is usually believed that the decrease of .6. as a 
function of <5 is caused by a change in the level density. 
We have calculated the number of levels in the regions 
of A ± 2 Mev and A ± 4 Mev for the cases of <5 = 0.2, 0.4 
and 0.6. The results gave almost the same number of 
levels, which supports that the level density is constant 
in this region of the deformation. We have also calcu­
lated the level density in the schematic model which 
neglects the £ - sand £2 interactions in the deformed 
Nilsson potential. For <5 = 0 and <5 = 0.6, we can calcu­
late the level density analytically, and obtains a nearly 
constant value independent from 8. Thus, we can con­
clude that G p = C independent from the deformation, 
where G is the strength of the pairing interaction and 
p is the level density. 

The HFB equation reduces to the Nilsson plus BCS 
equation if we set A iJ.L = <5iJ.LuJ.L and BiJ.L = vJ.L<5iJ.L' where 
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AiJ.L and BiJ.L are the forward and backward amplitudes 
in the generalized Bogoliubov transformation from the 
spherical base (i) to the deformed base (p,), respec­
tively. However, there remains a difference in the self­
energy term. The main difference between the Nilsson 
plus BCS calculation and the HFB calculation is the 
self-consistency. The self-energy term in the HFB be­
comes 

r;;(3 = -X(r2Y20)a(3 I:(r2Y2o)I'I'V~, 
l' 

(1) 

where v~ is the the occupation probability at the level 
,. Equation (1) indicates that the deformed field is 
influenced by the pairing field. On the other hand, the 
self-energy term in Nilsson is given by 

(2) 

which is completely independent from the pairing field. 
Thus, we treat the difference between (1) and (2) as 
a perturbed term, i.e., r~lJ = r:;(3 - r;:(3 based on 
the Nilsson plus BCS basis, and carryon the simi­
lar perturbation calculation as done by Mottelson and 
Valatin1) for the case of Coriolis anti-pairing. Con­
trary to Coriolis anti-pairing effect, there remains the 
first order perturbation term. 

Here ~a is the single-particle energy measured from 
the chemical potential and E; = ~; + .6.2. Similarly, 
the second order perturbation term was carried out as 
.6. (2) . The numerical results show that both of .6.(1) 
and .6. (2) decrease with increasing 8. 
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Thermal Damping Width of Giant Dipole 
Resonance in Hot Nucleit 

N. Dinh Dang and F. Sakata* 

[Thermal damping, Hot giant dipole resonance] 

A great interest has been devoted to the properties 
of highly excited nuclei produced in heavy-ion fusion 
reactions during the last decade. Analyzing the decay 
pattern of these hot nuclei, the giant dipole resonance 
(GDR) built on compound nuclear states has been 
observed. I) The experiments have shown that while 
centroid energy of the hot GDR is almost independent 
of excitation energy (or of temperature T), its appar­
ent width increases significantly as the excitation en­
ergy goes up and saturates at around 130 Me V in Sn 
isotopes. This attractive phenomenon has become a 
real puzzle to be resolved for many theoretical stud­
ies in recent years. Indeed, while most of theoretical 
approaches agree in reproducing the centroid energy 
of the GDR at T i= 0, many of them are still in con­
tradiction with each other in understanding the GDR 
width in hot nuclei. 

As the temperature increases the quantal effects aris­
ing from a great number of non-collective degrees of 
freedom are expected to diminish, which means that 
they reach the thermal equilibrium much faster than a 
relatively smaller number of collective degrees of free­
dom. In the case of the hot GDR, the collective degrees 
of freedom are the ph phonon states, while the pp and 
hh configurations consist mostly of non-collective de­
grees of freedom. The collective degrees of freedom are 
experimentally relevant , while the non-collective ones 
are constituting a background, to which the collective 
degrees of freedom are coupled. If the background is 
very large it can be considered as a heat bath, and 
this coupling between collective and non-collective de­
grees of freedom becomes irreversible. It leads to the 
thermal damping of the collective ph phonon states, 
associated with the hot GDR, when these phonons are 
propagating through the heat bath. 

We present an approach which allows to derive the 
thermal damping width of the GDR in hot nuclei in a 
microscopic way. We demonstrate the importance of 
the thermodynamical effects in the non-collective pp 
and hh configurations, which appear only at non-zero 
temperature and can play the role of a background or a 
heat bath. Namely, we have pointed out that the irre­
versible coupling of the ph GDR to this background 

Condensed from the article in Phys. Rev. C 55, 2872 (1997) 
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(or heat bath) leads to the thermal damping of GDR in 
hot nuclei. The application of our approach to a simple 
schematic model has shown that this thermal damp­
ing mechanism can be complementary to other mecha­
nisms in understanding the behavior of the GDR width 
at finite temperature. Finally a semi-microscopic uni­
fication of the quantal spreading with the integrated 
thermal damping widths shows that the behavior of 
the total width found in this approach is similar to 
the trend in the experimental findings in hot Sn iso­
topes including the region of width saturation. Our 
analysis has been performed within an oversimplified 
schematic model. A drawback of this model is, while 
the GDR can be described by one single collective ph 
transition, the degeneracy of non-collective pp and hh 
configurations on only two levels made them too col­
lective and therefore artificially enhanced the intensity 
of the low lying mode. In realistic situations we ex­
pect that a very large number of non-collective pp and 
hh degrees of freedom will spread out the strength dis­
tributed on them. Nonetheless, since the mechanism 
of the thermal damping arises from the coupling be­
tween collective and non-collective degrees of freedom, 
we believe that the qualitative conclusion of our for­
malism on the behavior of the hot CDR, including the 
region of width saturation, is model-independent. 
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Relation between the Damping of the Hot Giant Dipole Resonance 
and the Complex Admittance of an Irreversible Process 

N. Dinh Dang and F. Sakata* 

[Damping wdiths, Hot giant dipole resonance, Complex admittance] 

At present we see two particular important issues 
in the theoretical study for the behavior of the giant 
dipole resonance as a function of temperature. The 
first issue is the need in a consistent description of the 
hot GDR width as a function of temperature, includ­
ing both regions of the width's increase at low tem­
peratures (0 ~ T ~ 3 MeV) as well as of the width's 
saturation (T ~ 3 MeV) up to the region where the 
GDR is thought to disappear (T > 4.5 "-' 5 MeV). 
The second issue is the relation between the micro­
scopic and macroscopic understandings of the damping 
mechanism of hot GDR. Recently we have shown in a 
series of works that the coupling of the phonon in the 
random phase approximation (RP A) to the pp and hh 
configurations, which appear at nonzero temperature, 
leads to the thermal damping of the collective vibra­
tion (phonon). In our most recent work,l) we gave our 
answer to the first issue. Namely, we have performed a 
systematic study of the damping of the GDR in 90Zr, 
120Sn and 208Pb as a function of temperature T. The 
results have shown that the coupling of collective vi­
bration to the pp and hh excitations, which causes the 
thermal damping width, is responsible for the increase 
of the total width with increasing temperature up to 
T ~ 3 Me V, and its saturation at higher temperatures. 
Our results are found in an overall agreement with the 
experimental data for the GDR width, obtained in the 
inelastic a scattering and heavy-ion fusion reactions at 
excitation energies E* :s. 450 MeV. 

In the present paper we propose an alternative 
method to calculate the damping width of the hot 
GDR via the complex admittance of an irreversible 
process. The relation between the microscopic theory 
for the damping of hot GDR and the macroscopic one 
for the evolution of the dynamical variable, which de­
scribes the evolution of the hot GDR, is established. 
The microscopic expression for the complex admit­
tance is derived from the Green function, describing 
the propagation of the GDR vibration through the 
field of noncollective degrees of freedom (heat bath). 
The present formalism was then applied to a system­
atic study of the behavior of the GDR as a function 
of temperature in the nuclei l20Sn and 208Pb. The 
values of the calculated damping width r CDR of the 
hot GDR, centered at ECDR(T), were compared with 
the recent experimental data obtained in the heavy­
ion fusion reactions and inelastic a scattering. An 
overall agreement between theory and experiment is 
achieved. As compared to the recent predictions by 
other theories,2) the present approach, which is free 
from the constraint on adiabaticity, seems to be able 
to give a better agreement with experiment, and can 
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Fig. 1. The probability IWCDR(t)1 2 for the GDR in 120Sn 
as a function of the inversed time lit = r CDR at various 
temperatures. The value of the temperature (in MeV), 
at which a curve was calculated, is given by a number 
near the curve. The horizontal line is exp( -1). 

cover a much larger temperature interval, including 
. the region of the width's saturation, where the adia­
baticity is broken. The present work confirms that the 
thermal effects due to the coupling of the GDR col­
lective vibration to the pp and hh configurations are 
the source of the increase of the GDR's width at low 
excitation energies (up to 130-150 Me V) and in the 
width's saturation at high excitation energies (see Fig. 
1) . These effects are fairly enough to account for the 
thermal fluctuations in the hot GDR in finite nuclei. 
The quantal width r Q due to the coupling of the GDR 
to only ph configurations decreases slowly with increas­
ing temperature T. Analyzing the calculated strength 
distribution of the hot GDR, we see that refined exper­
imental methods are needed to explore the low-energy 
region of the GDR distribution in order to isolate a 
possible low-lying structure. In particular, the appear­
ance of the low-lying structure and the difficulties of 
extracting it from the background are proposed in this 
work as one possible reason of the "disappearance" of 
the hot GDR in some experiments. On the other hand, 
a more refined study on the relationship between the 
excitation energy and temperature in finite nuclei at 
temperatures below T = 5 MeV is needed in order 
to avoid the large uncertainties when comparing theo­
retical results and the data. Finally, our results seem 
to indicate the presence of motional narrowing in the 
hot GDR at T ~ 1-1.5 MeV as a consequence of the 
quantal coupling to ph configurations. 
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Temperature Dependence of Quantal and Thermal 
Dampings of Hot Giant Dipole Resonance 

N. Dinh Dang and A. Arima 

[Quantal and thermal damping witths, Hot giant dipole resonance] 

The study of the Giant Dipole Resonance (GDR), 
built on compound nuclear states (hot GDR), has been 
the subject of a considerable number of works during 
the last 15 years (See Ref. 1 for the reviews). The main 
feature of the hot GDR phenomenon can be summa­
rized as follows. The energy of the hot GDR is about 
the same as of the one built on the ground state (g.s.) 
(the g.s. CDR). It can be well described within the 
framework of existing theories. However, its width 
increases rapidly as increasing the excitation energy 
E* (or temperature T) up to around 130 MeV in Sn 
isotopes. At higher excitation energies the width in­
creases slowly and even saturates. Recently two new 
experimental methods, involving compound nuclear re­
actions and inelastic a scattering,2) have opened a pos­
sibility to study individually the effects of thermal fluc­
tuations and of the angular momentum on the damping 
of the hot CDR. The most recent theoretical evalua­
tions in Ref. 3, which include the thermal shape fluc­
tuations within an adiabatic model, agree nicely with 
the a-scattering data in Ref. 3 for the CDR width in 
120Sn and 208Pb at temperatures 1 MeV < T < 3 MeV. 
The region of the width saturation (E* > 130 MeV), 
where a considerable number of heavy-ion fusion data 
has been accumulated up to E* t"V 450 MeV, is left out 
in the description of Ref. 3. In the present situation, of 
particular importance in the theories of the hot GDR 
is the understanding in a consistent and microscopic 
way the behavior of the the hot CDR as a function of 
temperature in a large interval. Such a theory must 
cover the region of the width's increase at low temper­
atures (0 ~ T ~ 3 MeV) as well as the region of the 
width saturation (T ?: 3 MeV) up to the region where 
the CDR is thought to disappear (T > 4.5 t"V 5 MeV). 

In this paper we present an approach using the 
double-time Green function method to a systematic 
theoretical study of the width of the CDR as a function 
of temperature in the nuclei 90Zr , 120Sn, and 208Pb. 
The results are compared with the recent experimen­
tal data of the CDR width in heavy-ion fusion reac­
tions and inelastic a scattering. An overall agreement 
between theory and experiment is found (see Fig. 1). 
This agreement is also better than those from recent 
theories and covers a much larger region of excitation 
energies up to E* t"V 450 MeV. For the first time the 
theory describes both regions of the width increase as 
well as the width saturation in a uniform way. The 
analysis in the present paper shows that: (1) Thermal 
effects due to the coupling of the GDR collective vi-

T (MeV) 

Fig. 1. Width of GDR as a function of temperature T 
for 120Sn. Experimental data of Ref. 2 are shown by 
open squares. The dashed curve denotes the quantal 
width r Q, calculated via coupling to ph configurations; 
the dotted curve stands for thermal width rT, calcu­
lated via coupling to pp and hh configurations; the solid 
curve with diamonds represents the total width rGDR. 

The solid curve is rGDR, calculated without the effect 
of single-particle damping. The dash-dotted and short 
dashed curves represent the widths obtained within the 
adiabatic model3

) without and including the evapora­
tion width, respectively. 

brat ion to the pp and hh configurations playa decisive 
role in the increase of the GDR's width at low excita­
tion energies (up to 130-150 MeV) and in the width's 
saturation at high excitation energies. The effects of 
coupling to pp and hh configurations are fairly enough 
to account for the thermal fluctuations in the hot CDR 
in finite nuclei. The quantal width r Q, which is caused 
by the coupling of the CDR to only ph configurations, 
decreases slowly with increasing temperature T. The 
region where the CDR width saturates can serve as an 
analogue of a gradual transition from zero sound (g.s. 
CDR) to ordinary sound (hot CDR) in finite nuclei at 
nonzero temperature. (2) The effects of single-particle 
damping on the GDR width are small up to very high 
temperatures. (3) A more detail study on the rela­
tion between the excitation energy and temperature 
in finite nuclei at temperatures below T = 5 MeV is 
called for in order to avoid the large uncertainties in 
confronting theoretical predictions and the data. 
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Stability of the Thermal HFB Equation 

K. Sugawara-Tanabe and K. Tanabe* 

[THFB, TRPA, Stability] 

We have constructed the general formalism for 
the thermal Hartree-Fock-Bogoliubov (THFB) equa­
tion and for the stability equation of THFB many 
years ago. I) Then, the thermal giant dipole resonance 
(TGDR) has been observed experimentally, and many 
papers have tried to solve the thermal RPA (TRPA) 
equation in order to explain the width and energy 
of the THFB as a function of temperature. 2

) Now it 
becomes on the topic to discuss the stability of the 
thermal field, because TRPA equation depends on the 
THFB solutions. 

Thermal HFB equation is derived by minimizing the 
thermodynamical potential F with respect to the A, 
Band f. Here, AkJ.L and BkJ.L are the forward and 
backward amplitudes, respectively, in the Bogoliubov 
transformation from the spherical base Ck to the de­
formed base aJ.L' while fJ.L is the quasiparticle occupa­
tion number defined by 

f 
- T t exp( -f3H) 

J.L - ra aJ.L . 
J.L Tr exp( -f3H) 

(1) 

Because of an additional freedom of the temperature 
T in the thermal mean-field, additional variational pa­
rameter fJ.L should be included. Consequently, the sta­
bility equation is derived through 62 F by the second 
order variation of 6A, 6B and 6f. 

Since no one has ever made a success in solving the 
thermal stability equation self-consistently, we assume 
following approximations as a first step. 

(1) At first, the temperature is treated as an exter­
nal parameter, although it should be determined self­
consistently. 

(2) Secondly, we start from the axi-symmetrically 
deformed Nilsson levels, instead of the spherical base 
Ck· In this case, AkJ.L equals 6kJ.LUJ.L and BkJ.L equals 
6kJ.LVJ.L' These two assumptions mean that we have ne­
glected the self-consistency in solving thermal mean­
field. 

(3) Thirdly, we assume that the quadrupole­
quadrupole interaction is already included in the de­
formed Nilsson potential, and we treat only the pairing 

Department of Physics , Saitama University 

30 

interaction as a remaining potential. 
With these approximations, we obtain the stability 

matrix as 

where 

x = S-WZ-IWT 

Y = R - WZ-IWT. 

(2) 

(3) 

Here, Sand R are given as a function of f U v J.L' J.L' J.L' 
quasi-particle energy EJ.L and the pairing strength G. 
The matrix element of Z is given by 

Z - 6 kT 2 
J.LV - J.LV fJ.L(l- fJ.L) - G6J.Lv(UV)J.L 

G (4 4 - 4"6J.LV UJ.L + VJ.L)' (4) 

where tilded v denotes the time-reversed state of v. If 
the eigenvalues of Eq. (2) is negative, the solution of 
THFB equation becomes unstable. The submatrices of 
Eq. (2), i.e. , X and Y parts in Eq. (2), are proved to 
become a TRP A equation.3) Thus, the stability equa­
tion of THFB is the product of TRPA-term with addi­
tional Z-term. This additional term gives a constraint 
on the temperature with which the thermal mean-field 
can have the physical meaning. 

Now, as a next step, we are extending our calculation 
to the more realistic case, without assumptions of (2) 
and (3). Our final goal is to eliminate assumption, i.e., 
the full self-consistent calculation. 
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Variation of Transport Coefficients for Average Fission 
Dynamics with Temperature and Shapet 

S. Yamaji, F. A. Ivanyuk,*! and H. Hofmann*2 

[Collective motion, Nuclear dissipation, Quasi-static thermodynamics] 

We study a slow collective motion at finite ther­
mal excitations on the basis of linear response theory 
applied to the locally harmonic approximation. The 
transport coefficients for average motion, such as, fric­
tion " inertia M , the local stiffness C, the inverse re­
laxation time {3 = ,/ M and the effective damping rate 
TJ = ,/(2JMICI), are computed along a fission path 
of 224Th within a quasi-static picture. The response 
functions have been calculated within a realistic two­
center shell model. Effects of collisions have been ac­
counted for by using self-energies having both real and 
imaginary parts. The latter are allowed to depend not 
only on temperature but on frequency as well, in which 
way memory effects of the collision term are simulated. 
Locally collective motion is treated self-consistently, in 
the sense that the structure of the associated response 
resembles the one known from the RP A of undamped 
motion. 

Various procedures have been described to deduce 
transport coefficients from the microscopically com­
puted response, which generalize previous descriptions. 
They have been evaluated as a function both of tem­
perature as well as of variation of the shape along the 
fission path. Considering all the effects taken into ac­
count, such a study has never been reported before. 
The results found invite us to draw the following con­
clusions. 
(1) Perhaps one of the most striking features is the 
weak dependence of both (3 as well as of TJ on the shape 
parameter, as encountered here along the fission path. 
(2) The temperature dependence of these two quan­
tities is similar to the one reported previously!) for 
vibrations of 208Pb: they increase with T, to eventu­
ally reach a saturation around T ~ 4 MeV. 
(3) This behavior is in agreement with findings 
reported,2) at least qualitatively. Our damping rate 
is somewhat smaller, and its variation with the shape 
is weaker than needed in the analysis of the ,-ray mul­
tiplicity encountered for fission of 224Th.2) 
( 4) However, it must be said that we have not yet 
striven for quantitative agreements. For instance, 
there is room for a more appropriate choice of the two 
parameters of collisional damping. In the present pa­
per only their "standard choice" has been used, but 
these values are open for changes within a certain 
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margin,3) and such modifications will not only change 
the values of the transport coefficients but also their 
variation with T.!) Furthermore, one should mention 
the influence of pairing, which still might be impor­
tant at a value of T smaller than 1 MeV, but which 
we have left out for the sake of simplicity. Moreover, 
the influence of angular momentum ought to be taken 
into account (see below). 

It should be said, of course, that the numbers ex­
tracted from the comparisons with experiment are 
model dependent. Moreover, in simplified studies 
Kramers' picture is often applied, even in the cases 
where the barrier is too low to guarantee that the flux 
across the barrier can be described by Kramers' solu­
tion of the Fokker-Planck equation. This problem can 
only be cured by performing genuinely dynamical stud­
ies along the lines reported4-8) but where all ingredi­
ents into macroscopic descriptions with Fokker-Planck 
or Langevin equations come from the same theory. 
(5) Finally, we would like to come back to the an­
gular momentum, once more, which influences fission 
dynamics in a manyfold way. First of all, it changes 
the quasi-static energy through the centrifugal poten­
tial. Generally, this reduces the height of the barrier 
and thus restricts further the range of temperatures 
for which Kramers ' formula of the fission decay rate is 
applicable. The centrifugal force will also modify the 
local stiffness, which in turn affects the local response 
in various ways. However, even in zero frequency limit 
rotations will have a sizable impact on the transport 
coefficients. This has been demonstrated in the case 
of friction. 9 ) The reason for such a behavior is found 
in the fact that in the rotating frame the level struc­
ture may become very different from the one without 
rotations. 
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Collective Motion at Finite Excitations in 
Terms of Cassini' Ovaloidst 

F. A. Ivanyuk,*l H. Hofmann,*2 V. V. Pashkevich,*3 and S. Yamaji 

[Collective motion, Nuclear dissipation, Quasi-static thermodynamics] 

Previous computations of the potential landscape 
with the shapes parameterized in terms of Cassini 
ovaloids1,2) are extended to collective dynamics at fi­
nite excitations. Taking fission as the most demanding 
example of large scale collective motion, transport co­
efficients are evaluated along a fission path. We con­
centrate on those for average motion, namely stiffness 
C, friction 'Y and inertia M. Their expressions are for­
mulated within a locally harmonic approximation on 
the basis of the linear response theory. Different ap­
proximations are examined and comparisons are made 
both with a previous study,3) which involved differ­
ent descriptions of single particle dynamics, as well as 
with macroscopic models. Special attention is paid to 
an appropriate definition of the deformation of the nu­
clear density and its relation to that of the single par­
ticle potential. For the temperatures above 3 MeV the 
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inertia agrees with that of the irrotational flow to less 
than a factor of two, but shows larger deviations below 
3 MeV, in particular in its dependence on the shape. 
Also, friction exhibits large fluctuations along the fis­
sion path for small excitations. They are smoothed out 
above 3-4 Me V where 'Y attains values in the range of 
the wall formula. For T ~ 2 MeV the inverse relax­
ation time f3 = 'Y / M turns out to be rather insensitive 
to the shape and increases with T. 
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Nucleus as a Canonical Ensemble: 
The Inverse Laplace Transformation 

H. Sato 

[NUCLEAR STRUCTURE w, E, and thermal properties of nuclei] 

The nuclear level density is an important quantity to 
extract nuclear thermodynamical quantities of highly 
excited nuclear states formed by the nucleus-nucleus 
collision. A conventional formula for the nuclear level 
density is obtainable employing the saddle-point ap­
proximation in the inverse Laplace transformation of 
micro canonical treatment of the free Fermi gas. If we 
employ this approximation, we obtain an exp( .J2aE) 
type dependence of level density for the excitation en­
ergy E.l) However, if the saddle-point method is not an 
adequate approximation for the inverse Laplace trans­
formation of the nuclear system, the exp( .J2aE) type 
energy dependence may not work. In previous works, 
we have studied the nuclear system at both low and 
high excitation energies in terms of the canonical en­
semble, employing the temperature dependent anti­
symmetrized many particle density matrix in a har­
monic oscillator (HO) potential with its trace:2) 

N 

ZN({3) = ~ I) -It+1 H nf3 ZN- n ({3) with Zo = l. 
n=l 

Here, Hnf3 is the trace of one particle density matrix 
having a temperature of n{3. We found that this en­
semble is equivalent to the ground state of the HO 

shell model in the low temperature limit, and that the 
various phenomena observed in the intermediate and 
high energy nuclear collisions are nicely explainable as 
the property of this ensemble at high temperatures. 
In this work, we perform an exact calculation of the 
inverse Laplace transformation: 

1 rioo 

p(N, E) = 27ri } -ioo ZN({3) exp( +(3E)d{3, 

employing a computational program of the multi­
precision arithmetics extended so as to include the 
complex functions needed in the calculation. The 
multi-precision arithmetic calculation is based on the 
method described elsewhere,3) and the calculation be­
comes feasible under the accessibility of 64 bit integers 
in the computer. Then, we can study the validity of 
the conventional formula for the nuclear level density 
given by a saddle-point approximation. 
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Damping Width of the Mie Plasmon 

H. Kurasawa,*l K. Yabana,*2 and T. Suzuki 

[Giant resonance states] 

Giant resonance state is a fundamental collective 
state of nuclei. It is characterized by the excitation 
strength, mean excitation energy and width. The 
strength is understood in terms of the classical energy­
weighted sum rules, while the mean energy is described 
with the random phase approximation. As a result, the 
mass number dependence of the strength and mean en­
ergy is well understood theoretically. The width, on 
the other hand, is estimated with various models, but 
not studied in a systematic way so far. In order to find 
a way to investigate the systematics of the width, we 
have applied Tomonaga theoryl ) to Mie Plasmon of the 
metal clusters. 2) Before discussing nuclear giant reso­
nances, we have studied Mie plasmon, because Hamil­
tonian of the atomic clusters is rather well known. 

The Hamiltonian of the electrons in an atomic clus­
ter is given by 

Ne 2 Ne Ni Z 2 1 Ne 2 
H=~~-~~ e +_~ e 8 2m 8~ Iri -Ral 2 t' Iri -rjl' 

where N i and Ne denote the number of ions with 
charge Ze and that of electrons , respectively. The Mie 
plasmon is a dipole oscillation of electrons against ions, 
which is similar to nuclear dipole states. Hence, we in­
troduce the collective variables for the Mie plasmon, 

(1) 

which satisfies the canonical relationship, [~, 7r] = i. 
Then we can expand the Hamiltonian in terms of the 
canonical variables according to Tomonaga theory, 

(2) 

where Hi'S do not include ~ and 7r by the definition, 
and Hi and Hg are given by 

Hi = i[7r, H] + ~[7r, [7r, H]] - 7r[~, [7r , H]] , (3) 

Hg = -[7r, [7r, H]] . (4) 

Assuming the ion distribution, 

3Ni 
Pi(r) = 47rR3 8(R - r) , (5) 

with the radius R, we calculate Hi and Hg explicitly. 
Then we obtain the frequency of the Mie plasmon,2) 

_ Je2N
eff 

w - mR3' (6) 

where Neff is given by 
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(7) 

for the spherical electron density distribution, Pe (r). 
If there is no spill-out of the electron density from the 
surface of the ion distribution, the above equation is 
reduced to the well-known Mie frequency of the classi­
cal electrodynamics. 3) 

The width of the Mie plasmon is discussed with vari­
ance which is given by2) 

(j = L l(mIHi~lw)12 = -2
1 L l(mIHiIO)12, (8) 

mw 
m m 

where 1m) represents the state orthogonal to the collec­

tive state, Iw). Since Hi does not excite the collective 
state, Iw), the sum over 1m) in (j can be replaced by 
that over the complete set, In), which includes Iw). 
Finally we obtain2) 

Ne
4 J 

(j ';:::j 2:nw 12 Pe (r ) dr , (9) 

where we have defined 1 = z (r- 3 - R - 3 ) ()(r - R). 
The above equation shows that the width comes from 
the spill-out of the electron density from the surface 
of the ion distribution. If there is no quantum effect , 
then we have (j = O. The ground state density of large 
clusters is well described by the Fermi-type function4

) 

as the nuclear density, 
no 

Pe(r) = 1 + exp((r _ R _ 8R)/a) , (10) 

where 8R expresses the difference between the electron 
and ion distributions. Since both a and 8R are known 
to be small compared with R, we expand Eq. (9) in 
terms of a/Rand 8R/ R. Finally we have 

9 a3 

(j(R -+ 00) = 2mw~ R ¢(8R/a) , (11) 

where ¢(8R/a) is a function which is independent of R. 
The above equation shows that the width given by the 
square root of (j is proportional to 1/ JR. Since R is 

known to be rv N1/3, we can obtain the Ne-dependence 
of the width. 

In conclusion, Tomonaga theory is useful to explore 
the systematics of the width. Its application to discus­
sions on the width of nuclear giant resonance states is 
in progress. 
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Explosion of a Neutron Star Just Below the Minimum Mass: 
A Possible Site for r-Process Nucleosynthesis 

K. Sumiyoshi, S. Yamada, H. Suzuki, and W. Hillebrandt* 

[r-process, neutron star, ,B-decay] 

Neutron star explosion is extremely interesting since 
it is connected with the origin of elements. Dense mat­
ter in neutron stars contains a plenty of free neutrons 
and seed elements, which can supply the conditions 
for r-process nucleosynthesis. Therefore, the expan­
sion of the neutron star matter may lead to a rapid­
neutron capture with ,B-decay, and may produce heavy 
elements through r-process. However, prediction of the 
abundance of heavy elements in neutron star explo­
sions has a large uncertainty, depending on the dy­
namics of expansion of the neutron star matter, since 
the mechanism of the explosion is not known very well 
yet. 

We study the evolution of a neutron star with a mass 
slightly below the minimum stable mass as a possible 
scenario for the explosion of neutron star and for r­
process nucleosynthesis. Possibilities of the formation 
of a neutron star with the minimum mass have been 
discussed in various contexts such as neutron star -
neutron star (or - black hole) binaries or fragmentation 
of a rotating core of massive stars. 

It is known that the neutron star with the minimum 
mass is unstable against perturbation if the neutron 
star matter is in chemical equilibrium having enough 
fast nuclear reaction rates. However, nuclear reactions 
like ,B-decays of neutron-rich nuclei have a wide range 
of time scale, which depends on hydrodynamics and 
can be much longer than the hydrodynamical time 
scale. Therefore, one has to treat both hydrodynamics 
and nuclear reactions simultaneously in order to find 
out whether the star becomes unstable and explodes. 

We have performed numerical simulations using a 
new implicit hydrodynamic codel} with nuclear re­
actions to investigate: the dynamical instability of a 
neutron star just below the minimum mass, the ther­
mal history of the matter, and its consequence on 
nucleosynthesis.2) General relativistic hydrodynamics 
is solved with the nuclear processes treating ,B-decay, 
neutron capture and fission of nuclei, which change the 
equation of state of the neutron star matter and pro­
vide the sources of heating and cooling. 

We have followed the evolution of a neutron star 
with the minimum mass after a small portion of the 
mass is removed from the surface as an initial pertur­
bation. We have found that such a neutron star first 
undergoes a phase of quasi-static expansion, caused by 
slow ,B-decays, lasting for about 20 seconds, but then 
explodes violently within 0.1 seconds. (See Fig. 1) The 
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Fig. 1. The trajectories of selected mass-zones of the 
neutron star are plotted as a function of time. 

phenomena look like a "mini-supernova" event having 
the kinetic energy of the order of 1049 erg and the 
peak luminosity in electron anti-neutrinos of the order 
of 1052 erg/so 

The thermodynamic conditions of the expanding 
matter are found favorable for the r-process nucleosyn­
thesis with the peak temperature close to 5 x 109 K 
due to ,B-decays and fissions. This temperature is high 
enough to proceed the nucleosynthesis having charged 
particle nuclear reactions, but not high enough to reach 
a nuclear statistical equilibrium. The path of nucle­
osynthesis goes through neutron-rich side of the nu­
clear chart having a rapid neutron capture with ,B­
decays and fissions. Therefore, the nucleosynthesis 
proceeds as a kind of r-process, and produces heavy 
elements reflecting the initial composition in the neu­
tron star matter. 2) 

We are extending the investigation by adopting more 
realistic equation of state of dense matter and ,B-decay 
and fission of unstable nuclei, so that we can predict 
the outcome of r-process nucleosynthesis more quan­
titatively and can compare with observational abun­
dances. 

References 
1) S. Yamada: Astrophys. J. 475, ' 720 (1997). 
2) K. Sumiyoshi, S. Yamada, H. Suzuki, and W. 

Hillebrandt: submitted to Astron. & Astrophys., astro­
ph/9707230. 

35 



RIKEN Accel. Prog. Rep. 31 (1998) 

Relativistic Equation of State for Supernova 

H. Shen, K. Sumiyoshi, K. Oyamatsu, and H. Toki 

[Equation of state, Relativistic mean field theory, Thomas-Fermi calculation] 

The equation of state (EOS) is one of the most im­
portant inputs in the study of the supernova explo­
sion and some other astrophysical processes. There­
fore , great efforts have been made by several groups to 
derive the EOS covering a wide variety of conditions. 
Lattimer and Swesty made the EOS for stellar collapse 
calculations using the compressible liquid-drop model 
for nucleL l ) They used the parameterized form for the 
bulk energy of nuclear matter, and extrapolated it to 
high densities. Another approach to the EOS table 
for supernova was done by Hillebrandt and Wolff. 2) 

They applied the nonrelativistic Hartree-Fock theory 
with the Skyrme interaction to extract the EOS cov­
ering a wide range of the density, proton fraction, and 
temperature. 

Recently, on the other hand, the relativistic many­
body approach is gaining popularity. The relativistic 
mean field (RMF) theory was demonstrated to be suc­
cessful in describing the properties of both stable nu­
clei and unstable ones.3) Hence, it is very important to 
study the properties of the EOS for supernova in the 
RMF theory which is best supported by both the the­
oretical and experimental information currently avail­
able. 

It is the primary aim of this paper to provide a rel­
ativistic EOS for simulation studies of the supernova 
explosion, which is covering a wide range of the density 
(nB = 105 '" 1015.5 g/cm3 ), proton fraction (Yp = 0 '" 
0.5), and temperature (T = 0 rv 50 MeV). The rela­
tivistic mean field theory with non-linear terms is used 
in this calculation. We use the parameter set called 
TM1,4) which was extracted from the properties of fi­
nite nuclei in the wide mass range in the periodic table 
including neutron-rich nuclei. For the densities from 
105 g/cm3 to 1014 g/cm3 , the matter is inhomogeneous 
as modeled by a mixture of electrons, muons, free 
neutrons, free protons , and a single species of heavy 
nuclei. In this case, we perform the Thomas-Fermi 
calculations following the work done by Oyamatsu.5) 
At the density around 1014 g/ cm3 the phase transi­
tion between non-uniform matter and uniform matter 
may occur. We follow the work done by Sumiyoshi et 
al. 6) in the uniform matter case. We are treating the 
uniform matter and non-uniform matter consistently. 
So, all the thermodynamic quantities, like energy per 
particle, pressure, chemical potential, and so on, are 
very smooth in the whole region. It is amazing to 
see that the density of phase transition between non-
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uniform matter and uniform matter depends on Yp 
only weakly, while the density of neutrons dripping 
out from nuclei depends on Yp very strongly at zero 
temperature (see Fig. 1). It will be very interesting 
to see this kind of phase transition at finite temper­
ature. This EOS has been applied to the studies of 
the neutron star property and neutron star profiles. 
We are currently working out relativistic EOS at finite 
temperature. 
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Fig. 1. The configurations of nuclear matter at zero tem­
perature. The region denoted by RMF corresponds to 
the uniform matter described by RMF theory. The 
regions denoted by Thomas-Fermi (without and with 
neutron gas) correspond to the non-uniform matter 
without and with neutron gas, calculated with the 
Thomas-Fermi model using the EOS of RMF. f3 equi­
librium curve is also provided, which indicates Yp at 
various densities with f3 equilibrium condition. 
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Can the Equation of State of Asymmetric Nuclear Matter 
Be Studied Using Unstable Nuclei? 

K. Oyamatsu, I. Tanihata, Y. Sugahara, K. Sumiyoshi, and H. Toki 

[Unstable nuclei , Equation of state, Atomic masses, Nuclear radii] 

This paper shows that nuclear radii and neutron 
skins do directly reflect the saturation density of asym­
metric nuclear matter (Fig. 1). The proton distribu­
tions in a nucleus have been found to be remarkably in­
dependent of the equation of state (EOS) of the asym­
metric matter. It is the neutron distributions that are 
dependent on the EOS (Fig. 2). 
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Fig. 1. Central densities of nuclei obtained from macro­
scopic calculations in SIlI-EOS (upper figure) and 
TM1-EOS (lower figure) . 

Macroscopic model calculations have been per­
formed over the entire range of the nuclear chart based 
on two popular phenomenological, but distinctively 
different, EOS: the SIn parameter set for the non­
relativistic Skyrme Hartree-Fock theory and the TMI 
parameter set in the relativistic mean field theory. The 
saturation density for a small proton fraction remains 
almost the same as the normal nuclear matter density 
for the SIn EOS, but it becomes significantly small for 
the TMI EOS. 

The key EOS parameters used to describe the sat­
uration density are the density derivative of the sym­
metry energy and the incompressibility of symmetric 
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Fig. 2. Proton and neutron distributions in 208Pb 
and 266Pb calculated with SIIl-EOS (dashed lines) and 
TM1-EOS (solid lines) . The winding curves depict the 
results of microscopic calculations. Macroscopic calcu­
lations for the proton distributions in 266Pb are indis­
tinguishable. 

nuclear matter, while the saturation energy is written 
using the symmetry energy alone as a good approxi­
mation. 

We conclude that a systematic experimental study 
of heavy unstable nuclei would enable us to determine 
the EOS of asymmetric nuclear matter at around the 
normal nuclear matter density with a fixed proton frac­
tion down to approximately 0.3. Therefore, the answer 
to the title is yes. 
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Exotic Nuclear Rod Formation Induced by Superfluid 
Vortices in Neutron Star Crustst 
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[Neutron stars, Pulsars, Dense nuclear matter, Screened Coulomb potential, Glitches] 

The inner crust of a neutron star consists of a lat­
tice of nuclei, relativistic degenerate electrons, and a 
neutron superfluid. Since the star is rotating, there 
are a number of quantized vortices in the superfluid. 
Mochizuki & Izuyama (1995) pointed out that such 
vortex lines may induce nuclear matter rods along the 
vortex cores. The exotic nuclear structure is possible in 
a very limited region of the inner crust. However, the 
short nuclear rod can completely pin the vortex line 
and can be an origin of vortex accumulation. The ac­
cumulation goes on until the local Magnus force among 
the accumulated vortices reaches a critical magnitude 
for unpinning of the trapped vortices. The unpinning 
at this stage, which must be collective, leads to pulsar 
glitches (sudden increases in rotation rates). 

In this paper, we first reconsider energetics of this 
vortex-induced nuclear matter rod given by Mochizuki 
and Izuyama. 1) We present a view that the nuclear 
rod is constructed by successive captures of certain 
neighboring nuclei into the vortex core and subsequent 
fusion reactions of the captured nuclei with those in­
side the vortex core. We found that the marginal re­
gion, where the induced nuclear rods are stable, is not 
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trivial. 
As the next step, the possibility of nuclear rod for­

mation should be warranted by dynamical analysis . 
The crucial part of the dynamics is the Coulomb po­
tential barrier, which seems at first sight to prohibit 
fusion if one neglects the screening due to electrons. 
Then we report also our theoretical estimate of this 
Coulomb barrier, i.e. , the energy increase when a nu­
cleus deviates from its equilibrium site to the onset 
position of nuclear fusion. The screening of nuclear 
charge by the background electrons is accurately taken 
into consideration. We found that the Coulomb bar­
rier against the rod formation is of the order of 1 Me V 
throughout the marginal region. The obtained barrier 
is only several times as large as the zero-point energy 
of nuclei forming crystalline lattice. This result sug­
gests that pycnonuclear reactions are feasible for the 
rod formation. 
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Dynamics of Exotic Nuclear Rod Formation 
for Neutron Star Glitchest 

Y. S. Mochizuki, T. Izuyama, and I. Tanihata 

[Neutron stars, Pulsars, Dense nuclear matter, Phycnonuclear fusion reaction, Glitches] 

The inner crust of a neutron star comprises lattices 
of neutron rich nuclei and a neutron superfluid, in 
which many quantized vortex lines exist. The vortex 
lines are pinned by nuclei but can jump from a pinning 
site to another. In the previous papers by Mochizuki 
& Izuyama (1995)1) and by Mochizuki, Oyamatsu & 
Izuyama (1997),2) it was pointed out that such vortex 
lines may induce nuclear matter rods along the vortex 
cores. This exotic nuclear rod along a vortex line is 
formed by captures of nuclei from outside the vortex 
core and by subsequent fusion reactions of the captured 
nuclei with the nuclei inside the core. 

The nuclear rod was shown to have a lower energy 
than the original nuclear lattice. As the next step, dy­
namics for the rod formation is required. Namely, to 
conclude that the nuclear rods are actually formed in 
the neutron star, we need to confirm that the forma­
tion time of the nuclear rod is shorter than the time 
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Astrophys. J. (1997); RIKEN-AF-NP-266(preprint) 

of the vortex sojourn at a pinning site. It is the pur­
pose of this paper to confirm this. We find that, un­
der certain plausible conditions appropriate to the Vela 
pulsar, the rod formation time is indeed much shorter 
than the vortex sojourn time in the frontier region (the 
region where a vortex line is tangent to the central core 
of the star). The rod formation is attained by pycnonu­
clear reactions rather than by thermonuclear ones. The 
resulting exotic nuclear --rod formation in the frontier 
region is crucial to understand the physical origin of 
pulsar glitches (sudden increases in rotation rates) as 
proposed by Mochizuki and Izuyama. 1) 
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High Ratio of 44Ti/56Ni in Cas A and Axisymmetric 
Collapse-Driven Supernova Explosiont 

S. Nagataki,*l M. Hashimoto,*2 K. Sato,*l S. Yamada,*1,3 and Y. S. Mochizuki 

[44Ti half-life, Supernova, Cas A, SN 1987 A, Nucleosynthesis] 

Cassiopeia A (Cas A) is a young supernova remnant 
which is located relatively close to us (2.9 ± 0.1 kpc). 
There is an old record that John Flamsteed observed 
this supernova phenomenon (ca.1680 AD) and the new 
star had an apparent brightness of the 6th magnitude. 
The mass of the progenitor is estimated to be (15-
30) times the mass of the sun M0, which implies that 
Cas A is the remnant of a collapse-driven supernova 
explosion. 

Recently, Cas A was observed by the COMPTEL 
telescope aboard the Compton Gamma-Ray Obser­
vatory, and the gamma-ray line (1.157 MeV) from 
44Ti decay was detected at the significance level of 
I"V 40'. The measured line flux was (4.8 ± 0.9) x 10-5 

photons/cm2/sec. The inferred amount of 44Ti is 
larger than 1 x 10- 4 M 0 , although this estimate de­
pends on the distance and the age of Cas A, and espe­
cially, on the half-life of 44Ti which is still very uncer­
tain. The half-life of 44Ti has been reported to fall in 
the range from 39 ± 4 yr to 66.6 ± 1.6 yr. This range 
corresponds to (50-98) yr in terms of the lifetime. 

The inferred initial mass of 44Ti, 1x10-4 M 0 , is 
larger than the theoretical prediction 1) even if we 
adopt the lower limit of the COMPTEL observation. 
Moreover, this amount of 44Ti should be accompanied 
by the ejection of at least 0.05 M0 of 56Ni, if we assume 
that the theoretical prediction2) for the ratio of mass 
fractions, X(44Ti)/X(56Ni) :S 1.89 x 10- 3, is correct. 
However, this much 56Ni would have led to the peak 
absolute brightness of magnitude I"V -4, and would 
have been much brighter than the recorded 6th mag-
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nitude of the apparent brightness. This is the puzzling 
abundance problem of Cas A. 

It is noted here that the above constraint on 
X(44Ti)/ X(56Ni) is obtained on the assumption that 
the explosion is spherically symmetric, whereas Cas 
A is famous for the asymmetric form of the remnant. 
Recently, Nagataki et al. (1997)3) calculated the explo­
sive nucleosynthesis of an axisymmetrically deformed 
collapse-driven supernova. They reported that the ra­
tio of 44Ti/56Ni was enhanced by the stronger alpha­
rich freezeout in the polar region. 

In present paper, we apply these results to Cas A 
and examine whether this effect can explain the large 
amount of 44Ti and the large ratio of 44Ti/56Ni. We 
demonstrate that the conventional spherically symmet­
ric explosion model cannot explain the 44Ti mass pro­
duced in Cas A if its lifetime is shorter than 1"V80 years. 
On the other hand, we show that the axisymmetric ex­
plosion models can solve the problem. We expect the 
same effect from a three-dimensionally asymmetric ex­
plosion, since the stronger alpha-rich freezeout will also 
occur in that case in the region where the larger energy 
is deposited. 
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Low Energy Aspects of the Field Strength Approach 

T. Matsuki 

[Quantum chromodynamics, 1+1 dim, Field strength formalism, Confinement] 

The field strength formalism l ) (FSF) of gauge the­
ory has recently attracted attention. The non-Abelian 
case was shown to exhibit gluon condensation, even 
at the classical level. 2) Clearly, it would be favorable 
if. cases were found where the FSF could be solved at 
the full quantum level. Here, we analyze QCD I +I on a 
spatial circle (space-time cylinder), where the solution 
is known to give a non-trivial spectrum. 

The FSF consists in introducing the auxiliary field 
X which is conjugate to the field strength F:v' Nat­
urally, X is an anti-symmetric tensor which trans­
forms adjointly under local color rotations. Integrat­
ing over the gauge field A~ in the path integral gives 
Z = J [DX] e - (L) in which 

L = ~X2 - ~6"4 (0) Tr (lnx) - ~apX~p [X-IJ:~ a1JX~rl' 

h A be - a jabe ddt th . t were XJ.LV = XJ.LV an < ... > eno es e m egra-
tion over space time (J dD x). 

Since there is only one Lorentz component XOI for 
the case D = 2, the inverse of Xa jabe is ill defined. 
Thus, people have refrained from using FSF in 1 + 1 
dimensions. Nevertheless, one has only to integrate 
over the non-singular directions of X, which means that 
diagonalization of X is necessary. As a result, we find 

Obvious notations are Xa == Xch, p == JXaXa and C a == 
ptab Ab, where P is the unitary matrix required for 
diagonalization. 

One observes a complicated kinetic term and a sin­
gular In p term in the Lagrangian. Importance of the 
singular term has been emphasized in,2) since it ren­
ders gluon condensation at the classical level. It re­
quires a non-perturbative treatment, since it cannot 
be expanded in polynomial form. 

In the case of QCD I +I we can take care of both dif­
ficulties by considering a point transformation whose 
Jacobian explicitly cancels the singular term. This is 
seen by writing for the SU(2) case 

x 

where {Xl, X2, X3 }={p sin () cos c.p, p sin () sin c.p, p cos ()}. 
The p2 term arising from the Jacobian is exactly what 
is required to cancel the singular term. 

The kinetic term is a topological invariant which is 
an integer defined by the degree of mapping from the 

torus to S2. The integer is invariant against contin­
uous deformations of the field ()(x). Thus, we have a 
manifestly gauge invariant form of Lagrangian for pure 
SU(2) on a cylinder. . 

We may equivalently start from the gauge fixed La­
grangian, and the F-P ghost term plays the role of 
the Jacobian. The gauge which meets our require­
ments is evidently the Diagonal gauge3) in terms of x, 
since our method consists in diagonalizing the matrix 
Xbe = Xa cabe . The calculation is performed to give 

Z = J [DXDC3 ] II :26" (Xa)a=I,2 ~FP (X) e-S[x,c31, 
x 

which is just QED for the U(l) subgroup of SU(2). 
In order to obtain the spectrum, one has only to cal­

culate the partition function for time-periodic gauge 
fields, but with gauge equivalent fields identified. The 
configurations that are equivalent modulo large gauge 
transformations have nontrivial consequences on the 
spectrum. Careful evaluation of the boundary condi­
tion gives 

which renders En = ~g2 Ln2 in agreement with previ­
ous analysis.4) The result can be extended straightfor­
wardly to SU(N) for an arbitrary N. 

We have also calculated the ground state energy in 
the presence of static sources in a separate work. Half 
integer charges showed confinement, whereas integer 
charges were screened at the distance where the total 
loop around the torus became lower in energy than the 
static potential between the charges. This confirms the 
charge screening scenario of adjoint charges.S) 

Thus we have presented an example where QCD is 
solved non-perturbatively, using the FSF. We have elu­
cidated the problems which arise when one tries to 
solve the problem quantum mechanically. 
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Nuclear Transparency in a Relativistic Harmonic 
Oscillator Quark Morlelt 

T. Iwama, A. Kohama, and K. Yazaki 

[Color transparency, Relativistic quark model] 

We examine the nuclear transparency in the quasi­
elastic (e, e' p) process at large momentum transfer in 
a relativistic harmonic oscillator model1) to take the 
internal dynamics of the struck proton into account. 
A proton in a nuclear target is struck by the incident 
electron and then propagates through the residual nu­
cleus suffering from soft interactions with other nucle­
ons. We call the proton "dynamical" when we take 
into account of internal excitations, and "inert" when 
we freeze it to the ground state. 

When the dynamical proton is struck with a hard 
(large-momentum transfer) interaction, it shrinks, i.e., 
small-sized configuration dominates the process. It 
then travels through nuclear medium as a time­
dependent mixture of intrinsic excited states, and thus 
travels changing its size,2) suffering from the absorp­
tion due to the soft interactions with nuclear medium 
which depends on the transverse-size of the proton. 
Since the nuclear transparency is a measure of the ab­
sorption strength, we calculate it in our model for the 
dynamical case. The results are compared with those 
for the inert case. 

We compare our results also with the experimental 
data to examine the target-mass-number (A) depen­
dence (Fig. 1). The effect of the internal dynamics 
is observed, i. e., the transparencies of the dynamical 
proton are enhanced from that of the inert proton if a 
correlation parameter, ZI, has a finite value, which is in 
accord with the idea of the color transparency. This 
phenomena, the color transparency, was predicted by 
Brodsky and Mueller in the early 80's as a candidate 
of observing the effects of internal dynamics of proton 
in high-energy nuclear reactions.3) 

We also find that the A-dependence will reveal the 
color-transparency effect more clearly. Based on a 
model-independent discussion the transparency of the 
inert proton approaches to A -1/3 line for large A. 
Therefore, deviations from the A -1/3-lines in the large­
A regime could be a signature of the color trans­
parency. 
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Fig. 1. Comparison of the nuclear transparency with ex­
perimental data of 12C, 56Fe, and 197 Au4 ) as a function 
of the mass number of the target, A. Q2 (= _q2) = 6.77 
[(GeV jC)2], where q is the 4-momentum transfer . The 
dotted curve is the case of the inert proton. The solid, 
dashed, and dot-dashed curves are the cases of the dy­
namical proton with v = 0.02, 0.05, and 0.25, respec­
tively. Here, v is a parameter to specify the longitudi­
nal-transverse dynamical correlation between quarks in 
the struck proton. This correlation excites the trans­
verse mode of the struck proton. The larger the value 
of v becomes, the stronger the correlation becomes. 

The hadronic process, such as (p, 2p), will show us 
other aspects of the color transparency. We will leave 
it for our future work. 
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Quark Distributions in the Nucleon by the Semi-Inclusive 
Reaction on the Proton- and 3Be-Target 

H. Kitagawa and Y. Sakemi* 

[Semi-inclusive reaction, Quark distribution] 

Semi-inclusive reaction, in which the scattered lep­
ton and produced hadron are detected simultaneously, 
provides many kinds of information on the target de­
pending on the tagged hadron, and is expected to give 
a unified view on the distributions of gluons and of sea 
quarks. By this reaction the quark and gluon distri­
butions are being investigated with polarized positron 
beam and polarized gas targets (helium-3 eHe) and 
hydrogen) tagging pion and neutral kaon at Deutsches 
Elektronen-SY nchrotron (DESY). 

The semi-inclusive cross section for production of a 
hadron, h, is given by 

1 dCTh(Z, X, Q2) _ Lf e}qf(x, Q2)DJ(z) 
CTtotal dz - Lf e}qf(x, Q2) 

We relate the spin asymmetry, A~arget' with the quark 
spin distributions in the nucleon by using the quark 
parton model for the 3He-target. The 3He can be re­
garded as a state of purely (lS1/ 2 )3 configuration: i.e., 
3Het = Pt + P..!- + nt· We also assume the isospin 
symmetry between the proton and the neutron. We 
predict the spin asymmetries, A; and A~He ' using 
the existing parametrizations for the quark distribu­
tions: CTEQ3L1) for the unpolarized quarks q(x), and 
Gehrman-Stirling A(LO )2) for the polarized quarks 
6.q(x). For the fragmentation functions D(z), we use 
the recent parametrization3) for the charged pions and 
Kaons . Due to the experimental layout, the range of 
the kinematical variable, z , is limited. We integrate the 
fragmentation function from Zmin to 1, where Zmin is 
0.1. When both pions and kaons are tagged, expected 
events are 

N;..!-~t~ = 2.:f ,nucleon e}qj(x)(DJ(z) + Df (z)). 

Results of calculations are shown in Fig. 1 for the 
cases of the proton and 3He targets tagging posi­
tively charged hadrons (71"+ + K+), negatively charged 
hadrons (71"- + K-), the sum of them (71"+ + 71"- + K+ + 
K-) and the difference of them (71"+ - 71"- + K+ - K - ). 
Absolute values of the spin asymmetries of the case of 
3He target are smaller than those of the proton-target 
case. Asymmetries including kaons are not so different 
from those of only pions. This may be because the 
fragmentation functions for kaons are not so different 
from those of pions. These asymmetries are sensitive 
to the value of the lower limit of z. 
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Fig. 1. Spin asymmetries in which target is proton (upper) 
and 3He (lower) tagging pions and kaons are shown. 
Lower limit of the kinematical variable z is 0.1. 

For the precise prediction, we must know more about 
the fragmentation function, to which the above asym­
metries are sensitive. In the experimental side, it is 
desired to have data at each z-bin, and the data of 
the other nuclear targets are desired. In the theoreti­
cal side, quantitative estimations of the fragmentation 
functions especially of pions are necessary. The lowest 
moment fOl D(z)dz is not sufficient for the quantita­
tive estimation, since the D(z) is singular at z = O. 
We also should discuss a relation of the fragmentation 
functions with the Lund model. It will be desirable to 
consider the case of tagging short-lived neutral kaons 
in order to investigate the unpolarized and polarized 
strange quark distributions. 4) 
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Parameterization of the Polarized Parton Distribution Functions 

Y. Goto, N. Hayashi, M. Hirai, .. l H. Horikawa, .. 2 S. Kumano, M. Miyama, .. l 
T. Morii, N. Saito, T.-A. Shibata, E. Taniguchi, and T. Yamanishi 

[Polarization, Structure functions, Spin structure, Nucleon] 

Polarized structure functions, gl (x), are now avail­
able for protons, neutrons and deuterons over a wide 
range of the Bjorken x and squared momentum trans­
fer Q2 from lepton to nucleon with a high precision, 
due to the experiments of polarized lepton scatterings 
off polarized nucleon targets. Data of the first moment 
of structure functions have indicated that the spin of 
a nucleon is little carried by the quarks, and moreover 
the sea-quarks have negative polarization. In order to 
obtain a good knowledge of the nucleon spin struc­
ture, it is necessary to decompose the polarized struc­
ture functions into each flavor. So far, several kinds of 
parametrizations on the polarized parton distribution 
functions (pPDFs)1-3) have been proposed. Recently, 
however, it has been reported that the value of SMC 
data at the lowest x dramatically decreased.4 ) This 
prompted us to re-analyze the pPDFs. 

Our purpose here is to make a new parametrization 
of the pPDFs for quarks and gluons having a high reli­
ability at the leading order of QCD. We start with the 
following parametrization of the pPDF at the initial 
Q6 = 1 Gey2: 

f:lh(x,Q6) = 1]iAixQi(l- x)(3ifi(X,Q6) , (1) 

where i represents the valence quarks U v and dv , sea­
quark q and gluon g, and fi(X, Q6) is the unpolarized 
parton distribution function. The value of 1]i means 
the amount of the parton i carrying the nucleon spin 
with the normalization factor Ai. In Eq. (1), we as­
sume a power-law behavior for the x dependence, x Qi , 
for small-x regions, and a counting rule, (1 - X )(3i , 
for large-x regions. Since the deep inelastic scatter­
ing (DIS) alone provides no sufficient information on 
the behavior of the sea flavor, we simply assume the 
SU(3) flavor symmetry f:lu(x) = f:ld(x) = f:ls(x) at 
the initial Q6. 

By using the observed values of the neutron and hy-
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peron ,O-decay as follows, 

1]uv - 1]dv = F + D = 1.2573 ± 0.0028 , (2) 

1]uv + 1]dv = 3F - D = 0.579 ± 0.025 , (3) 

we can obtain 1]uv = 0.918 and 1]dv = -0.339. Both 1]g 
and 1]q remain as a free parameter because DIS can­
not probe the gluon and cannot separate the contri­
butions of the quark and anti-quark. The remaining 
ten parameters are determined by fitting the experi­
mental data on polarized DISs of the proton, neutron 
and deuteron for Q2 ;::: 1 Ge y2. For the purpose to 
obtain a good parametrization, we follow the two step 
analysis. First step: by using the reliable equation, 

1 
gf(x) - g~(x) = (3 {f:luv(x) - f:ldv(x)} , (4) 

we roughly constrain the range of Quv ' Qdv ' 'ou v and 
'od v ' Then, we use the combined data on gf, gf and g~ . 
Second step: we determine the values of all parameters 
from the best fitting to all existing data. In practice, 
we take the GRY95 parametrization as a typical unpo­
larized PDF.5) 

The analysis is currently in progress. 
We are indebted to Prof. T. Hatsuda, Dr. H. 

Kitagawa, and Dr. Y. Watanabe for useful discussions. 
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Q2 Evolution of Polarized Parton Distributions 

M. Hirai, S. Kumano, and M. Miyama* 

[Q2 evolution, Stucture function] 

We have been working for obtaining the optimum 
polarized parton distributions by analyzing existing 
experimental data. l ) This collaboration consists of 
three subgroups: data analysis, parametrization, and 
Q2 evolution. We belong to the third group, which 
contributes to the Q2 evolution program. The evo­
lution equations are coupled integrodifferential equa­
tions with complex splitting functions in the next-to­
leading order (NLO). This subgroup tries to develop 
an efficient program for numerical solution of the evo­
lution equations. Here, we report on its Q2 evolution 
studies.2) 

In solving the integrodifferential equations, we di­
vide the variables x and Q2 into small steps and calcu­
late the differentiation and integration by a brute-force 
method. The same Gehrmann-Stirling (GS) set-A po­
larized parton distributions3) are used as the input 
distributions at Q2 = 4 Ge V2 in both LO and NLO 
cases. Our evolution results are compared with spin­
asymmetry data. The asymmetry Al is given by the 
structure functions gi and FI as 

A ~ gl(X,Q2) _ ( Q2) 2x (1 + R) 
I - FI (x, Q2) - gi x, F2(x, Q2) (1) 

where the function R is given by R (F2 -
2xFI )/(2xF1 ). In Fig. 1, our evolution curves at 
x = 0.25 are shown with the Al data by the SLAC­
E130, SLAC-E143, EMC, and SMC. The unpolarized 
MRS-G distributions are used for calculating the F2 
structure function. The dashed and solid curves indi­
cate the LO and NLO evolution results, respectively. 
In the large Q2 region, both results are almost the 
same; however, they differ significantly at small Q2 
particularly in the region Q2 < 1 Ge V2. It indicates 
that perturbative QCD could not be applied in the 
small x region. From the figure, we find that the asym­
metry has Q2 dependence although it is not large. Peo­
ple used to assume that the asymmetry is independent 
of Q2 by neglecting the Q2 evolution difference be­
tween gi and FI in analyzing the experimental data. 
We found clearly that it is not the case. For a precise 

http://www.cc.saga-u.ac.jp/saga-u/riko/physics/ 
quantuml/structure.html. 
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Fig. 1. Q2 dependence of the spin asymmetry Al is 
calculated for the proton in the LO and NLO cases. 
Calculated results at x = 0.25 are compared with the 
SLAC-E130, SLAC-143, EMC, and SMC experimental 
data. 

analysis, the Q2 dependence of the asymmetry has to 
be taken into account. 

We have investigated the numerical solution of the 
DGLAP Q2 evolution equations for longitudinally po­
larized structure functions. A FORTRAN program is 
provided for the Q2 evolution and devolution of polar­
ized nonsinglet-quark, singlet-quark, ~qi + ~iji' and 
gluon distributions (and corresponding structure func­
tions). It will be used for obtaining the optimum 
polarized parton distributions in the parametrization 
studies. I) 
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NLO Q2-Evolution of the Nucleon's Transversity 
Distribution h 1(x, Q2) 

A. Hayashigaki, Y. Kanazawa, and Y. Koike 

[Transversity, Twist-2, Anomalous dimension] 

We present a calculation of the two-loop anomalous 
dimension for the transversity distribution hI (x, Q2) 
where x is the parton's momentum fraction and Q2 is 
the scale at which hI is measured. It turns out that the 
next-to-Ieading order (NLO) Q2-evolution of hI is very 
different from that of the other twist-2 distributions, 
!I and gl, in particular in the small x-region. 

hI (x, Q2) is the third and final twist-2 quark dis­
tribution function of nucleon. Because of its chiral­
odd nature, hI can not be measured in the totally in­
clusive deep inelastic scattering (DIS), but it appears 
as a leading contribution in the transversely polar­
ized nucleon-nucleon Drell-Yan process, and the semi­
inclusive DIS which detects pions, A's, or correlated 
two pions in the final states. 1 ,2) 

Since hI is twist-2, its Q2 evolution is de­
scribed by the Dokshitzer-Gribov-Lipatov-Altarelli­
Parisi (DGLAP) equation. The leading order splitting 
function for hI has been known for a quite some time. 2

) 

In the recent literature, three papers3- 5) discussed the 
NLO Q2 evolution of hI: Vogelsang3) carried out a 
light-cone gauge calculation of the two-loop splitting 
function for hI and converted it into the anomalous 
dimension. We have carried out a Feynman gauge cal­
culation of the two-loop anomalous dimension.4 ) The 
final results of these two calculations based on different 
formalisms have agreed with each other. The result 
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was subsequently confirmed by Ref. 5 in the same for­
malism as Ref. 4. 

It turns out that ,~(1) (coefficient of the two loop 
anomalous dimension for hI) is significantly larger 
than ,~,9(1) (coefficient of the nonsinglet anomalous 
dimension for !I and gd at small n, but approaches 
very quickly to ,~ ,9(1) at large n, keeping the condi­
tion J~(I) > ,~ ' 9(1). This NLO effect in the anoma­
lous dimension leads to a drastic difference in the Q2_ 
evolution between hI and gl in the small x region .. To 
confront with future experiments, we have to combine 
the NLO parton distribution function with a relevant 
NLO short distance cross section in the same factor­
ization scheme. 
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The 1/;' Production in Polarized pp Collisions as a Test of 
Color-Octet Mechanism 

T. Yamanishi, T. Morii, D. Roy,*l K. Sudoh,*2 Z. Sun, and S. Tanaka*3 

[Charmonium, 'l/J' anomaly, Color-octet model, Spin structure] 

Recently the CDF collaboration1) has reported that 
the cross sections of prompt J /'l/J and 'l/J' produc­
tions in unpolarized pp collisions are largely inconsis­
tent with the calculation by the quantum chromody­
namics (QCD) lowest order process with the color­
singlet mechanism (CSM), and aroused renewed in­
terest in heavy quarkonium productions. The long­
studied CSM is essentially a nonrelativistic model,2) in 
which one cannot quantitatively estimate various un­
certainties such as: the higher order QCD corrections; 
the quarkonium binding effects; and the corrections 
due to relativistic effects of the quarkonium, which are 
sometimes treated as the "K-factor". The CDF result 
suggests the necessity of other mechanisms in addition 
to the CSM. 

In these years, a new model called color-octet mech­
anism (COM), has been advocated by several people3) 
as one of the most promising candidates that could re­
move such a big discrepancy between the experimental 
data and the prediction of CSM. The model is quite 
successful in explaining the CDF data for large-PT 

heavy quarkonium productions. However, the predic­
tion of the COM on ,+ P -+ J /'l/J + X is inconsistent 
with recent data at HERA,4) and thus the discussion 
seems still controversial. To go beyond the present the­
oretical understandings, it is necessary to study other 
processes. 

In this report, as another test of the COM, we pro­
pose a different process, the 'l/J ' -hadroproduction at 
small-PT regions in longitudinally polarized PP colli­
sions, which will be observed in the forthcoming RHIC 
experiment. The process is of great advantage to 
clearly test the COM as described in the following. 
Since the process is dominated by the s-channel gluon­
gluon fusion, there is no direct productions of the color­
singlet 'IjJ' because of the charge conjugation. Only 
two mechanisms contribute this process: the COM 
and the 23P2 production. Using the three typical 
polarized gluon distributions: (a) set A (LO) of GS 
parametrization,5) (b) the BBS parametrization,6) and 
(c) "standard" scenario GRSV parametrization,7) we 
have calculated the double spin aymmetry ALL which 
is positive for the COM and negative for the 23P2 pro­
duction. As shown in Fig. 1, we have found that the 

*1 Faculty of Human Development, Kobe University 
*2 Department of Education, Kobe University 
*3 Department of Physics, Hyogo University of Education 

sum of both contributions becomes inevitably positive 
if the COM really contributes to this process. Further­
more, since the cross section of this process is directly 
proportional to the product of Llg(x) in both protons , 
the process is very useful to test the behavior of Llg(x). 

'.5 
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Fig. 1. The two-spin asymmetry A t~ (pp) at ..;s = 50 Ge V 
(lowest ..;s for RHIC) , calculated with various types 
of t:1g(x) , as a function of the longitudinal momentum 
fraction XL of 'I/J'. The solid, dashed and dotted lines 
denote the set A of Ref. 5, 6, and 7, respectively. 
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Heavy Quark Physics with Spin 

T. Morii 

[Charmonium, Spin structure, Color-octet model] 

Physics of the heavy quarks like charm and bottom 
quarks is an important laboratory of testing both per­
turbative and nonperturbative Quantum Chromody­
namics (QCD). Although the QCD, which is an un­
derlying field theory of strong interactions of quarks 
and gluons, is very successful in describing physics for 
perturbative regions, it is not served well for nonper­
turbative regions. It cannot be directly applied for the 
light quark hadrons at low energy where the system 
is essentially nonperturbative. To deal with such a 
system, people have to rely on some effective theories 
such as: the chiral perturbation theory, the Skyrmion 
model, the Bag model, and so on. On the other hand, 
we do not need to worry about the nonperturbative 
effect on the top quark system since the top quark is 
extremely heavy and hence immediately decays into 
a bottom quark emitting a W boson as a real pro­
cess, and there is no chance to make a top hadron or 
topponium. However, the charm and bottom quarks 
which we call hereafter heavy flavored quarks are in 
between these two limit of quark masses, and knowl­
edge of both perturbative and nonperturbative QCD 
is necessary. The potential model is still effective in 
these systems together with the heavy quark effective 
theory (HQET).l) 

Recently, there have been new interests in physics of 
the heavy flavored quarks: how they work effectively 
in extracting the information on the spin structure of 
nucleons, and how they are produced in high energy 
collisions. In the present report, we concentrate on 
the following two topics which we have studied recently 
and are related to these subjects above. 

The first topic is on the extraction of the polarized 
gluon distribution, t:lg(x), in the nucleon. Study of the 
gluon polarization in the nucleon which is still poorly 
known is very important in order to solve the so-called 
spin puzzle.2) So far many processes are proposed to 
examine various models of t:lg(x). Here we propose a 
different process, e + p -+ At + X, which might be 
observed in the forthcoming COMPASS experiment.3) 

This process is expected to be effective for testing 
t:lg (x) since its cross section is directly proportional 
to t:lg(x). In addition, the spin of At is carried 
by the charm quark and thus measurement of po­
larization of At in the target fragmentation region 
could determine the gluon polarization, t:lg(x). We 
have calculated the two-spin asymmetry for this pro­
cess and found that the process would be promising 
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to test various models of polarized gluons. 
The second topic is on a test of the color-octet 

model of heavy quarkonium productions. Recently, the 
CDP collaboration has observed prompt productions 
of charmonium at Tevatron which were too large com­
pared to the conventional QCD calculations.4 ) This 
dramatic discrepancy might make a new step toward 
the deep understandings of the heavy quarkonium pro­
d uction mechanism. One interesting and promising 
model is the color-octet model. 5 ) To test this model, we 
propose here an interesting process, p + p -+ 'ljJ' + X, at 
small PT regions.6) Since this process is dominated by 
the gluon-gluon fusion, there is no direct production 
of color-singlet 'ljJ'. There are only two states which 
are expected to contribute to the 'ljJ' production in the 
final states: the color-octet state decaying to 'ljJ' + g 
and the 23 P2 state decaying to 'ljJ' + r. By using vari­
ous models of t:lg(x) , we have calculated the two-spin 
asymmetry, ALL, for these processes, and found that 
it is positive for the color-octet state and negative for 
the 23 P2 state. Furthermore, the sum of both con­
tributions becomes positive for the present parameter 
regions, in particular, at y's = 50 GeV. Hence, if we 
observe a positive ALL in the future RHIC experiment, 
we can definitely tell that the color-octet model really 
contribute to this process. The process is therefore 
very effective to test the color-octet model. 

While much of experimental and theoretical progress 
has been done thus far for the spin physics and heavy 
quark productions together with the spectroscopy of 
heavy flavored hadrons, the heavy quark physics is a 
still challenging subject which needs further investiga­
tion. 
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Measurement of a-Sticking Probability in Muon Catalyzed dt 
Fusion by X-ray Method at RIKEN-RAL Muon Facility 

K. Ishida, K. Nagamine, T. Matsuzaki, S. N. Nakamura, N. Kawamura, S. Sakamoto, M. Tanase, 
M. Kato , K. Kurosawa, M. Hashimoto, K. Kudo,*l N. Takeda,*l and G. H. Eaton*2 

[Muon catalyzed fusion, Muonic X-ray] 

The muon to alpha sticking probability Ws is one of 
the most important observables in muon catalyzed dt 
fusion, since it gives the upper limit on the number 
of fusions that one muon can catalyze. The Ws has 
been usually determined from the muon loss proba­
bility W per cycle measured by the time distribution 
of fusion neutrons, and has always shown smaller val­
ues than theoretical calculations. The measurement of 
muonic Ka X-rays from the recoiling (/.La) + ions pro­
vides an independent method,l) which more directly 
measures the product that is related to the (p,a)+ ion 
itself. At the RIKEN-RAL Muon Facility, 2) muons 
were stopped in the target of solid or liquid D-T mix­
ture of various tritium concentrations, Ct. For each 
target condition, a clear Ka peak was observed at 8.2 
ke V with the help of the strong pulsed muon beam 
above the bremsstrahlung background coming from tri­
tium decay.3 ,4) 

The muon loss per cycle W can be determined 
by combining the neutron yield Yn (per muon) and 
the neutron disappearance rate An as W = (l­
Ao/ An)yn-

l , where AO is the free muon decay rate. In 
Fig. 1 shown is the muon loss W obtained in our neu­
tron measurement5) for solid D-T mixture. Similar 
C t dependence was observed for liquid data also. It is 
considered that the main component of W is the muon 
to alpha sticking in dt fusion while the increase of W 
at low C t is from muon sticking to 3He through dd fu­
sion, and that at high C t is from muon to alpha sticking 
through tt fusion. The muon transfer to 3He, which ac­
cumulates as tritium decays, was controlled with the 
use of the advanced tritium gas handling system with 
in situ 3He removal capability,6) and the data in Fig. 1 
are already extrapolated to 3He free limit. By sub­
tracting contributions of dd and tt processes the W s in 
dt fusion was obtained to be around 0.45%, and seems 
to be consistent with the previous measurements for 
liquid at PSI and LAMPF. 

The number of Ka X-ray yield per fusion (Y(Ka)) 
was obtained as a funct ion of tritium concentration as 
in Fig. 1. There has been several calculations on the 
number of X-rays emitt ed from (p,a)+ recoil ions , and 
the obtained Y (Ka) can be converted to the sticking 
probability by using t he result of those calculations. 
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Fig. 1. Muon loss probability W obtained from neutron 
measurement, and Ka X-ray yield per fusion Y(Ka ), 

for muon catalyzed fusion in solid D-T mixture. 

Although there is one ambiguity coming from the size 
of the contribution from tt fusion, for which a mea­
surement is under planning, Y(Ka) from dt fusion is 
obtained to be around 0.24% after minor correction of 
dd fusion. This value, when converted to the effective 
muon sticking probability, gives Ws of between 0.45% 
and 0.56% depending on the calculation selected. 

Although the above mentioned analysis is not yet 
final, it can be concluded that both neutron and X-ray 
measurements show Ws values below or around 0.50 
%, which are still significantly smaller than theoretical 
values of around 0.60%. 
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Fusion Neutron Yield and Muon Cycling Rate in Muon Catalyzed 
dt Fusion at RIKEN-RAL Muon Facility 
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M. Kato, K. Kurosawa, M. Hashimoto, K. Kudo,*l N. Takeda,*l and G. H. Eaton*2 

[Muon catalyzed fusion, Fusion produced neutron] 

This article reports the analysis method and pre­
liminary result of the muon catalyzed fusion (p,CF) 
experiments in deuterium and tritium mixture, which 
were carried out at Port 1 of RIKEN-RAL Muon Fa­
cility. Details of the setup and the adopted detectors 
are discussed in the other articles in Ref. 1. 

The most essential p,CF parameters, the muon cy­
cling rate P,c) and the muon loss rate (W) can be 
deduced from fusion neutron information such a the 
neutron disappearance rate (An) and the neutron yield 
(Yn). 

Figure 1 shows a typical neutron energy spectrum 
with a clear 14 Me V edge which characterizes dt fusion. 
The ,-ray background was removed by the pulse shape 
discrimination technique. 
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Fig. 1. A typical neutron energy spectrum. Background 
from ,-ray were removed with a n-, discrimination 
technique. The edge of a fusion neutron (14 MeV) can 
be seen clearly. 

The number of the measured neutrons with more 
than the energy of 4 MeV was corrected for pileup 
and multi-hit effects (0.3 and 3%, respectively) and 
normalized by a solid angle of detectors (2.4 x 10-3 ) 

and neutron detection efficiency (10.3 ± 0.1%) to get 
total neutron yield (Yn). 

The neutron disappearance rate (An) can be ob­
tained from a time spectrum (Fig. 2). The muon cy­
cling rate (Ac) can be deduced from Yn and An as: 
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Fig. 2. A typical neutron time spectrum. Two prompt 
peaks can be seen due to double pulse structure of ISIS 
beam. 

where ¢ denotes the normalized dt-target density. 
The experiments were carried out as a series of the 

tritium concentration in liquid and solid phase, and 
the obtained data were analyzed. Analysis is still pre­
liminary, but no large difference has been observed be­
tween the liquid and solid phase data, except for the 
neutron disappearance rate at a high tritium concen­
tration. This discrepancy might be explained with the 
difference in the target volume. Total amount of tri­
tium in our system is limited, and some of dt gas should 
be remained in the buffer volume for the safety reason. 
In addition to this, the vapor pressure of liquid is much 
larger than solid. Therefore a target volume of liquid 
was much smaller than that for solid. Small volume of 
the liquid target enhances the "wall effect": the muons, 
captured by a heavier nucleus in the target container 
wall, could not take a part in p,CF cycle, and thus the 
muon disappearance rate becomes larger. 

The tritium concentration (Ct ) dependence of the 
cycling rate (Ac) is more similar to the LAMPF result2 ) 

than to the PSI result3) especially at high tritium con­
centration. Our preliminary analysis indicates that the 
muon cycling rate reaches its maximum value ("'-'150 
p,S - l) at Ct "'-' 40% in the both cases of liquid and 
solid phase. Further analyses are now in progress. 
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M. Kato, K. Kurosawa, M. Hashimoto, K. Kudo,*! N. Takeda,*! and G. H. Eaton*2 

The f.L - a sticking probability is the most crucial to 
the application of f.LCF and thus, plenty of theoreti­
cal studies have been performed. However, calcula­
tions on a single molecule give only initial sticking 
probability (w~) which cannot directly be compared 
with the experimentally observable, effective sticking 
probability (w s ). They are associated with each other 
with a help of model calculation on collisional relax­
ation, stripping, and so on. These calculations re­
quire detailed information about f.La kinetics as well 
as initial populations of the f.L- a atom. The obser­
vation of f.L - a sticking X rays provides such informa­
tion. Ku yield provides normalization of the calcu­
lation and K(3 yield enables us to discriminate the 
correct calculation from others. For example, Co­
hen, Markushin, and Stodden theoretically calculated 
K (3 /Ku yield ratio as 0.115,!) 0.127,2) and 0.087,3) re­
spectively. However, observation of K(3 X ray was im­
possible due to large bremsstrahlung background. The 
world strongest pulsed muon beam enables us to mea­
sure K (3 X ray for the first time. 

Figure 1 shows a X-ray energy spectrum for the 
tritium concentration, C t = 10%, solid dt target 
with a time gate of 625 < t < 2625 ns after the 
muon beam arrival , which enhances f.La X rays because 
bremsstrahlung background has no time structure and 
prompt X rays has shorter decay time. The energy 
spectrum of bremsstrahlung was obtained with a time 
gate of 8000 < t < 10000 ns where the beam effects had 
totally disappeared. After subtracting bremsstrahlung 
spectrum, the background shape can be described by 
a parabolic function. 

The line shape of f.L - a X ray is broadened by Doppler 
effects. The shape of Ko may be described by a Gaus­
sian function, but K(3 cannot (Fig. 2). We fitted the 
K(3 peak with a box function whose edges were skewed 
by a Fermi function to describe the K(3 shape predicted 
by Cohen.!) 

The same analysis was performed for different tri­
tium concentration data. Obtained ratio between K(3 
and Ko peak areas was corrected by a difference of 
X-ray attenuation. 

The K(3/Ko ratio is very sensitive to the way of back­
ground subtraction and its systematic error has not 
been studied enough; however, we can see some ten­
dencies. The preliminary experimental result shows 
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Fig. 1. Solid 10% X-ray energy spectrum with a time gate 
of 625 < t < 2625 ns. Bremsstrahlung background, 
p,- aKa" K,a X rays, and p,-t 3He X-ray candidate were 
separated. 
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Fig. 2. The solid lines are Doppler broadened Kc. and K,a 
X-ray line shapes predicted by Cohen. I

) They were con­
voluted by our Si(Li) detector resolution (Kc. : (T = 116 
eV, K,a : 120 eV). The dashed lines are our fitting func­
tions to describe X-ray data. 

smaller K(3/Ku ratio than the theoretical values in low 
C t region, while K(3/Ko is larger in high C t region. 
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[pp interaction, Structure function, Spin, Asymmetry, Polarized beam] 

RHIC Spin project is the integrated efforts of ac­
celerator physics, experimental physics and theoretical 
physics to study the polarization phenomena in high 
energy hadron reactions using polarized proton beams 
at RHIC. This is a report of the third year of this 
project. 

For the accelerator part, a major progress was the 
completion of the prototype of the helical dipole su­
perconducting magnet, which is going to be used as 
Siberian Snakes and Spin Rotators. The performance 
of the prototypes has been compared in detail in Refs. 1 
and 2. Effects of beam tune shift on the polarized pro­
ton beam has been studied and the result is reported 
in Ref. 3. The status of simulation of spin dynamics 
in the RHIC main rings is reported in Ref. 4. 

The polarization of the accelerated proton beams 
will be measured with RHIC polarimeter. To verify 
the current design, we have proposed an experiment at 
BNL-AGS. It is approved as E925, and we received a 
test beam for commissioning of the detector system in 
May '97 at AGS B1-line. We have designed a polarime­
ter for the extracted beam down to BI-line. The design 
concept and its performance is described in Ref. 5. 

The experimental part focused on the construction 
of PHENIX Muon Arms. The magnet system for 
the muon detector has been completed in Japan and 
shipped to BNL in April '97. Figure I shows an assem­
bled magnet system at MELCO factory in Kobe for 
excitation test. The results of factory test is described 
in Ref. 6. The magnet is going to be reassembled at 
PHENIX experimental hall soon and excited to the 
full current to measure the field in detail for precision 
momentum reconstruction. 

Another major area of our efforts on the Muon Arm 

Fig. 1. Muon magnet system assembled at factory. 
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is the beam test of the muon identifier system. The 
test have proven the required performance of the muon 
identification and pion rejection for PHENIX.7) Now 
the design has been fixed, and factory setup for the 
construction is in progress at BNL and at KEK.8) We 
are going to finish the construction and installation of 
muon identifier by the end of September '98. 

For the timely publication of the physics output from 
RHIC spin project, we are preparing both hardware 
and software for omine analysis. The hardware config­
uration has been studied under the name of PHENIX­
CC-J, which means regional analysis center for the 
PHENIX. The current plan is described in Ref. 9. One 
of the software development has been focused on the 
extraction of polarized gluon density, since it is one 
of the urgent questions to be answered by RHIC Spin 
project. Results of simulation studies on prompt pho­
ton analysis for extraction of gluon polarization are 
described in Ref. 10. 

We have formed a working group with theorists on 
polarized parton distributions last year.!1) A global fit 
of existing data on the formula in the leading order of 
perturbative QCD is in progress12) using the computer 
code for Q2-evolution.13) The effects of structure func­
tion R(x, Q2) on the fit results have been studied in 
Ref. 14. 
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Results from Beam Tests of PHENIX Muon Identifier 
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[Muon identifier, Muon detection efficiency, Pion/muon rejection rate] 

PHENIX is one of the two large experiments which 
are going to be carried out in near future by using 
the underconstructing Relativistic Heavy Ion Collider 
(RHIC) in Brookhaven National Laboratory (BNL). 
The detection of muon, both single muon and di-muon, 
plays a key role to probe Quark-Gluon-Plasma with 
VB = 200A GeV Au + Au collision!) and to probe 
the spin structure of proton with 50 Ge V < VB < 500 
Ge V polarized p + p collision.2) On the other hand, 
due to the high energy involved in the collision, the 
pion/muon yield ratio will be as high as 102-103 in 
the interested momentum region. Therefore, a high 
efficiency of pion/muon rejection is highly required to 
PHENIX muon identifier. 

Based on the conceptual design, we have constructed 
a prototype of the muon identifier with 2.5 m long 
Iarroci tubes,3) which are the same type of tubes for 
PHENIX muon identifier, to investigate the muon de­
tection efficiency and pion/muon rejection rat e. The 
prototype consisted of five detector layers, one horizon­
tal panel and one vertical panel in a layer, sandwiched 
by iron slabs (180 cm x 200 cm) with thickness of 10, 
10, 10, 20, 20 em, respectively. In front of the first 
iron slab, we put additional iron blocks with thickness 
of 10 cm to simulate the south muon arm and 20 cm 
to simulate the north muon arm. The number of tubes 
in each panel has been optimized to 30' of perpendic­
ular expansion of 2 Ge V muons with PISA (PHENIX 
Integrated Simulation Application) v2.4 and total 54 
tubes were used to construct the prototype. 

The test experiment was carried out in KEK using 
PI2 beam line where pion beam is obtained by bom­
barding an inner target with 12 GeV proton beam. 
The momentum of beam, 1- 4 Ge V / c is predefined by 
the magnetic system acting as a momentum selector, 
was used in the experiment. Figure 1 shows the ex­
perimental setup which may be described as beam 
ID part and muon ID part. Four Scintillation coun­
ters, ST1 rv 4, were set to define the beam (beam = 
ST1 0 ST2 0 ST3 0 ST4) and 3 gaseous Cerenkov de­
tectors, GC1 rv GC3, were set to define the muon beam 
in beam ID part. GC1 and GC2 were pressured at a 
threshold to separate pion and muon while GC3 was 
pressured at a threshold to separate muon and elec­
tron, namely, muon = beam 0 GC1 0 GC2 0 GC3 and 
pion = beam 0 GC1 0 GC2 0 GC3. Experimentally, 
we obtained that muon beam purity was better than 
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Fig. 1. The experimental setup. 
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99% and pion beam purity was better than 99.9% if we 
don't consider the muon from 7r decay after GC2. This 
ensured us a precise measurement of muon detection 
efficiency and pion/muon rejection rate of the muon 
identifier. 

All 54 Iarroci tubes were operated with "stardard" 
gas mixture Ar: i-C4HlO = 25%: 75%, at a high volt­
age of 4.8 kV. The average muon detection efficiency 
of a muon ID layer is listed in Table 1. For the fi­
nal construction of PHENIX muon identifier, we will 
use two tubes displaced by a half cell in each panel. 
Therefore, the result in Table 1 implies that a muon 
detection efficiency of >96% can be expected to each 
muon ID layer. The pion/muon rejection rate has been 
obtained by applying a discriminant analysis (DA) to 
the experimental data and to the PISA simulation data 
with a quadratic discriminant function. A comparison 
of experimental result with the simulation is shown in 
Fig. 2. With the simulation result , we may identify 
the misidentified pion (dot-dashed line) from muon 
from 7r decay after GC2 (dash line). It is obtained 
that a pion/muon rejection rate of 1- 2% could be ex­
pected for the north muon arm and 1-3% for the south 
muon arm in 1- 4 Ge V / c momentum region. If we con­
sider the center magnetic yoke as an inner absorber of 
hadrons, this pion/muon rejection rate could be im­
proved 1- 2 orders of magnitude. 

Table 1. The average muon detection efficiency. 

Momentum South Arm North Arm 
1.8 GeV /c 0.854 ± 0.046 0.837 ± 0.049 
2.0 GeV /c 0.860 ± 0.045 0.851 ± 0.048 
2.5 GeV /c 0.862 ± 0.047 0.866 ± 0.049 
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Fig. 2. Pion/muon rejection rate (solid line = dashed line 
+ dot-dashed line). 
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Spin Physics with Photon Detection at PHENIX 

Y. Goto, N. Hayashi, K. Kurita, and N. Saito 

[pp interaction, Structure function, Spin, Asymmetry, Polarized beam] 

Prompt photon production in hadronic collision is 
an appealing probe to investigate the structure of the 
nucleon because theoretical interpretation for the pro­
cess is clear-cut. The main contribution comes from 
the gluon Compton process, gq ----t ,q (and some from 
the annihilation process, qq ----t ,g). This provides an 
important opportunity to measure the gluon content 
inside nucleon. 

We can investigate polarized structure of the proton 
using polarized pp collision at RHIC. 1) For the collision 
of the longitudinally polarized proton, the asymmetry 
ALL = (dO"++ - dO"+-)/(dO"++ + dO"+-) is obtained 
by using the differential cross section for parallel spin 
direction (dO"++) and that for anti-parallel direction 
(dO"+-). The asymmetry of the prompt photon pro-

duction is denoted by ALL = ~ . Ai· o'LL(gq ----t ,q), 

where Ai means a ratio of the polarized to unpolarized 
distributions of quark and this Ai can be measured by 
deep inelastic scattering experiments. The asymmetry 
for elementary process of gq ----t ,.qy o'LL(gq ----t ,q) is 
calculable. As a result, we can obtain a ratio of the po­
larized to unpolarized distributions functions of gluon, 
flGIG. 

Experimentally, however, it is challenging to iden­
tify the prompt photon. First issue is extraction of the 
prompt photon from many backgrounds. The major 
background against the measurement of prompt pho­
ton originates from the two-photon decay of 7r°'s. We 
will detect photons with an electromagnetic calorime­
ter (EMCal) at PHENIX. The PHENIX EMCal has 
a fine granularity which works powerfully to distin­
guish background particles. Size of one channel is 
0.01 in both the rapidity bin and azimuthal angle 
bin. We have studied the isolation method2) to dis­
tinguish them and found that we can identify prompt 
photon in the region of transverse momentum (PT): 
10 GeV Ie < PT < 30 GeV Ie for center-of-mass en­
ergy, y'S = 200 GeV, and 10 GeV Ie < PT < 40 
Ge V I e for y'S = 500 Ge V. Table 1 shows the result of 
the present estimations of yield and statistical error. 
Figure 1 presents the sensitivity of our measurement 
for the flG I G distribution overplotted on some model 
calculations. 3) 

Another issue is calibration of the EMCal. We will 
accomplish it as small systematic uncertainties as pos­
sible in the measurement of cross section by imple­
menting good enough calibration systems to use cos­
mic muon, and laser. 

Although 7r0 is a background for the prompt photon 
measurement, it is also a good probe for the parton re-
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Table 1. Result of the present estimations of yield and 
statistical error. Luminosity for the vis = 200 GeV 
run is 374pb- 1

, which corresponds to the sum of the 
first and second year runs in the RHI C polarized proton 
operation. That for VB = 500 GeV run is 800pb- 1

, 

which corresponds to I-year run. 

,fi = 200GeV Errors on 

Photon PT Yield ALL I'lGIG 

10 - 15 GeV/c 1.2xlOs 0.0062 0.046 

15 - 20 GeV Ie 1.6x10' 0.0168 0.089 

20 - 25 GeV Ie 3.lx103 0.0376 0.171 

25 - 30 GeV/c 6.9x102 0.0799 0.309 

,fi = 500GeV Errors on 

Photon PT Yield ALL I'lGIG 

10 - 15 GeV/e 9.0xl0s 0.0022 0.045 

15 - 20 GeV Ie 1.8xlOs 0.0059 0.059 

20 - 25 GeV Ie 5.3xI0· 0.0081 0.081 

25 - :30 Gf'V Ie 1.9x10' 0.011·5 0.11 .5 

30 - :35 GeV Ie 7.7xl03 0.0141 O.l~1 

35 - 40 GeV Ie 3.3x 103 0.0198 0.198 

0.8 

0.6 

0.-4 

0.2 

Fig. 1. The sensitivity of our measurement for the 6t.G/G 
distribution overplotted on some model calculations, 
where x denotes the momentum fraction carried by the 
gluon. 

action. QCD (quantum chromodynamics) jet produc­
tion is measured by detecting the leading 7r

0
, which 

represents jet will provide more information on both 
polarized and unpolarized structures of the nucleon. 
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Studies of Systematic Problems in the Spin Dependent 
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(Deep inelastic scattering, Structure functions, Spin] 

Since the "spin puzzle" was discovered in 1987, var­
ious polarized deep inelastic scattering (pol-DIS) ex­
periments have been carried out at CERN, SLAC, and 
DESY. A large amount of data have been obtained. 
We accumulate the data from those experiments, in­
vestigate them systematically and reevaluate them. 

The structure function g1 (= ~ L::i e; fl.qi) , which rep­
resents spin dependent structure function from pol­
DIS, is not a direct observable in the experiments. The 
experimentally observable quantity is the asymmetries 
All and A~, where the target polarization is parallel 
( transverse) to the beam direction. Those asymmetries 
are related to the fundamental cross section asymme­
tries, A1 and A2 by 

(1) 

Here, V represents the photon depolarization which 
involves R parameter: 

y(2-y) 2 

V = 2(1 - y)(l + R) + y (,--+0); 

1] represents the kinematical factor: 

1-y 
1]='1-y/2; 

(2) 

(3) 

y represents the energy function transferred to target 
or y = v / E; and , represents the kinematical factor or 

,= JQ2/v. 
Using the cross section asymmetries, the spin depen­

dent structure function g1 can be derived: 

g1 1 
F2 2x(1 + R) (A1 + ,A2), (4) 

where F2 the represents the non-polarized structure 
function and x represents the Bjorken x. 

We have investigated the systematic problems in de­
termining g1, which arise from the choice of R param­
eter and F2 . The fitted value by EMC or a constant 
value was used for R in early times. Since 1990, the 
R}~;O fitted by SLAC experiment1) is mainly used. As 
for F2 , the parameterization and a set of parameters 
of F2 by NM C has been used by most experimental 

groups. In 1995, NMC published a new set of F2 
parameters. 2) The latter parameter set fits well to the 
new data. 

In 1996, NMC published 10 points of RN MC in the 
range of 0.0045 ~ x ~ 0.110 and 1.38 ~ (Q2) ~ 20.6.3) 

We investigate the influence of g1 when R is changed 
from R}~lO to RN MC. When g1 is obtained from All 
and A~, 91 is influenced by V as well as by R. There­
fore, 

gi990 xVNMC(l + R NMC ) 
gl( MC <X x1)1990(1 + R1990) , 

(5) 

where, gi990 and V1990 represent the quantities using 
R1~90 while gN MC and V N MC represent those using Itt , 1 

RN MC. The average of the ratio is 1.0028. The maxi­
mum of the ratio is 1.028. 

On the contrary, when g1 is obtained from A1, g1 is 
influenced only by (1 + R)-1: 

g1990 x(l + R NMC ) _1_ <X ~ _____ ~ 

gl(MC x(l + R1990) . 
(6) 

In this case, the average of the ratio is 1.046, and the 
maximum is as large as 1.13. 

To summarize, when we obtain g1 from experimen­
tal data of All and A~, R used in 1) cancels the R used 
in getting 91 from A1. As a result, g1 is rather inde­
pendent of the choice of R. However, when we obtain 
g1 from A1, we need to pay attention because g1 is 
affected up to about 10% by the choice of R. 

We reevaluated the data on the spin dependent 
structure function of EMC and of E130 experiment 
because R has been much improved since their pub­
lications. Rflfc , not R}~;O was used in V in their 
original publications. We thus obtained an appropri­
ate asymmetry All by this reevaluation. As a results 
of this reevaluation, A1 and V are modified by about 
10%. 
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High Spin Isomer Beam Experiment at RIKEN 
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B. Cederwall, T. Murakami, and M. Ishihara 

NUCLEAR REACTIONS 24Mg(136Xe,a9n)147mGd, 
12C(147mGd,xn)159-xYb, High spin isomer beam 

Recently, large Ge arrays such as EUROBALL and 
Gammasphere have made it possible to investigate 
very high spin states. 1) Search for the hyperdeformed 
states collected much attention after they were pre­
dicted in the extremely high spin states.2) However, 
unambiguous experimental evidence for existence of 
the hyperdeformed states was not found yet. The most 
important experimental difficulty seems to be how to 
make such an extremely high spin state. 

Secondary fusion reaction by using High Spin Isomer 
Beam (HSIB) will give a solution to this problem, since 
the HSIB itself has a high angular momentum and the 
secondary fusion will make much higher spin states. In 
order to make very high spin states, a development of 
HSIB and a secondary fusion experiment are planned 
in RIKEN Accelerator Research Facility. 

The most important development in the secondary 
fusion experiment is getting a high yield of HSIB at 
the secondary target position. Recent development of 
the ion source in RIKEN made it possible to use high 
intensity 136Xe beam, i.e. of more than 100 pnA, which 
is 10 times larger beam intensity than previously used. 
It was anticipated that a usual metal foil target may 
be melted by such a high intensity primary beam. In 
order to avoid such a problem we have developed a 
rotating target system. 

In the secondary reaction by using HSIB, correction 
of Doppler effect is also important since velocity of the 
secondary beam is expected at about 10% of light ve­
locity, which will cause a serious Doppler broadening. 
A Ge telescope system was developed to decrease the 
Doppler broadening and to acquire a high detection 
efficiency. 3) 

In order to check the yield of HSIB at the final fo­
cal plane and to test the rotating target system as 
well as the Ge telescope system, we have conducted 
an experiment by using 24Mg(136Xe,a9n)147mGd and 
12C(147mGd,xn)159-xYb for the primary and sec­
ondary fusion reactions, respectively. 

The 136Xe beam was accelerated to 8.5 MeV lu by 
RIKEN Ring Cyclotron. The maximum intensity of 
the 136Xe beam was 260 pnA. HSIB was separated 
from the primary beam and transported to the final 
focal plane by RIPS. The rotating target system was 
operated under the 160 pnA and 260 pnA intensities. 
The yield of HSIB was almost constant during the op­
eration: around 6.5 x 103 in the 160 pnA intensity 
and 1.5 times larger yield of HSIB was obtained in the 
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260 pnA run. This result implies that the rotating 
target system was operated stably although the yield 
of HSIB was 10 times less than the estimate based on 
CASCADE calculations. This might be caused by the 
lower cross section in a9n channel than calculated. Ac­
tually, many gamma ray peaks are originated from xn 
channel, and pxn channel was observed at the same 
time; whose intensities were more than 10 times larger 
than that of a9n channel. The axn channel also caused 
the increase of momentum spread which decreased the 
transmission efficiency between primary target and fi­
nal focal plane. 

The efficiency calibration of Ge telescope system was 
made by using 152Eu standard source. The telescope 
system was located 114.5 mm apart from the gamma 
source. Fig. 1 shows the result of the measurement. 
The efficiency of the Ge telescope system was almost 
constant ("-'2.5 x 10-4) in the high energy region, i.e. 
higher than 500 ke V. 
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Fig. 1. Efficiency curve of Ge telescope system. 1: Hit 
only one of segment in Segmented Ge. 2: Hit both 
Segmented Ge and Clover Ge. 3: OR of 1 and 2 cases. 

Data analysis of the secondary reaction experiment 
is still in progress. 
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Search for High-Spin Isomer in 143Nd 
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[NUCLEAR REACTION: 180 + 130Te at Elab = 80 MeV; Time measurement; Half life] 

The search for high-spin isomeric states has at­
tracted much interest , because the occurrence of iso­
mer at a high spin state would indicate a change 
in nuclear properties such as nuclear shape. High­
spin isomers were observed systematically in the N 
= 83 isotones with proton number Z from 68 to 
61,1-9) the characteristics of these high-spin isomers 
can be well interpreted in the framework of a de­
formed independent particle model (DIPM) .10) In this 
model, the sum of single-particle angular momenta 
of valence nucleons along the symmetry axis was 
taken as the total angular momentum of the nucleus, 
and the excitation energies for different configura­
tions were calculated by the Strutinsky method. The 
DIPM calculations assigned the isomers to be of the 
stretched configurations [v(f7 /2h9/2i13/2)7r(hi1/2) lt9/2 

and [V(f7/2h9/2i13/2)7r (d~!2hi1/2)lt7 for the odd and 
odd-odd N = 83 isotones, respectively,6) which may 
induce a oblate deformation, while the low-spin states 
have a near spherical shape. Therefore, these isomers 
were interpreted caused by sudden changes in nuclear 
shape, which was confirmed by the deformation pa­
rameters of the yrast isomers in 147 Gd deduced from 
the experimental quadrupole moments.ll) It is worth 
while pointing out that the excitation energies of these 
isomers in the N = 83 isotones with 61 ::; Z ::; 65 are 
almost constant and around 8.5 MeV, it implies, tak­
ing the shell gap energy of Z = 64 as a parameter 
in the DIPM calculations, that the shell gap energies 
change from 2.4 to 2.0 MeV as the proton number de­
creases from 65 to 61. 6) In order to extend the system­
atic study of the high-spin isomers in N = 83 isotones, 
we have performed an experiment to search for the cor­
responding high-spin isomer in 143Nd with a proton 
number of 60, whose level scheme was constructed up 
to 10 Me V, although no high-spin isomer was reported 
so far. 12) 

The 143Nd nucleus was produced by using the 
130Te(180, 5n) 143Nd reaction at the 80 MeV beam 
energy. The 180 beam was provided by the cy­
clotron at KEK-Tanashi/CNS. The target consisted 
of 1.8 mg/cm2 of enriched 130Te evaporated onto a 
2.8 mg/ cm2 aluminium backing. A delayed ,-, coin­
cidence measurement between aNal scintillator and 
a group of HPGe detectors was performed. The N aI 
scintillator having a very large detection efficiency was 
used to detect the prompt I rays corresponding to the 
beam burst. Also to determine the excitation energy 
of the isomer, a ,-, coincidence measurement was car-

ried out with five HPGe detectors with anti-Compton 
shields. 

For the strong I rays of 143Nd which were observed 
with the HPGe detectors, their time distributions were 
obtained relative to the time signal given by the NaI 
scintillator. All the time distributions show a delayed 
component, indicating the existence of a high-lying iso­
mer. Fig. 1 presents the summation of time distribu­
tions of the 379, 421 and 791 keV I rays in 143Nd. 
Unfortunately, the pulsed beam with 51 ns interval 
between bursts has severely contaminated the delayed 
part in Fig. 1, so a half-life value for this isomer could 
not be extracted reliably from an exponential fit. At 
present, only an estimated half-life of about 50 ns can 
be assigned to this isomer. The data analysis to fix the 
position of the isomer in terms of the excitation energy 
is in progress. 
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Fig. 1. The summation of the time distributions for the 
379, 421 and 791 keY 'Y rays of 143Nd, indicating the 
existence of a high-lying isomer. 
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i-Ray Linear Polarization Measurement by Segmented Ge 

H. Tsuchida, Y. Gono, S. Mitarai, T. Morikawa, A. Odahara, M. Shibata, H. Watanabe, M. Miyake, 
S. Motomura, T. Tsutsumi, T. Kishida, E. Ideguchi, X. H. Zhou, and M. Ishihara 

[NUCLEAR REACTION 139La + lOB, EeOB) = 50 MeV, 130Te + 180, E(180) = 80 MeV] 

,-ray linear polarization is a valuable information in 
a nuclear spectroscopic study. In the case of an in­
beam ,-ray measurement to use fusion reactions, the 
angular momentum vectors of compound nuclei are 
aligned in a perpendicular plane with respect to the 
beam axis. ,-rays emitted from these reaction prod­
ucts are then scattered by a scatterer in different direc­
tions depending on their electric or magnetic charac­
ters. A scatterer is usually placed at 90° with respect 
to the beam. Analyzer detectors are placed in paral­
lel(X) and perpendicular(Y) directions with respect to 
the beam axis in a plane which is perpendicular to the 
axis(Z) connecting the scatterer and a ,-ray source. In 
this XYZ-coordinate, an X-axis is parallel to the beam 
axis. Germanium detectors are used, in these days as 
a scatterer and as analyzers. Typical examples of de­
tector set-ups to measure a ,-ray linear polarization 
are described in Ref. 1. 

Recently, a segmented G~ detector was prepared for 
a position sensitive ,-ray detection.2 ) This detector is 
a planar type and has a square shape of 50 x 50 x 20 
tmm3. The ,-ray measurement using this detector 
can provide information of ,-ray linear polarization by 
placing this at 90° with respect to the beam axis in the 
in-beam ,-ray spectroscopy mentioned above. When 
one makes spectra by adding coincident signals of two 
segments aligned in X or Y direction, the linear polar­
ization information can be obtained by a ratio of the 
counts of concerned peaks in these spectra. The nota­
tions of N x and Ny will be used below for the peak 
areas of spectra made by summing the signals from 
segments aligned in X and Y directions, respectively. 

Linear polarization measurements of ,-rays in 143Nd 
and 145Sm were performed by using 139LaeOB,4n)-
145Sm and 130Tee80,5n)143Nd reactions. The lOB and 
180 beams of 50 and 80 MeV, were provided by the 
Kyushu University tandem accelerator and the SF cy­
clotron of KEK-Tanashi, respectively. The segmented 
Ge was placed at 70 mm from a target in the above 
mentioned set-up. 

The ratios Ny /Nx obtained in the experiments are 
plotted in Figs. 1, 2, and 3. Since a linear polarization 
information can be obtained in ,-ray measurements 
discussed in this report, only when ,-rays are emitted 
from the nuclear states with aligned angular momenta, 
the ratios Ny /Nx of ,-rays emitted through long-lived 
isomers do not show deviations from 1. Fig. 1 shows 
the Ny /Nx ratios of the 133, 150, 381, and 531 keV 
,-rays in 144Sm emitted through a 880 ns isomer as 
well as those of known 253 (M1) and 801(E1) keV 
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Fig. 1. ,-rays of 144Sm below(x) and above ( +,*) long-lived 
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,-rays which are transitions above the isomer. The 
nucleus 144Sm produced in the reaction was used to 
study 145Sm simultaneously. The experimental results 
on ,-rays of 143Nd and 145Sm are shown in Figs. 2 
and 3, respectively. Electric and magnetic characters 
were known3,4) previously for those ,-rays shown in 
the figures, and they were reproduced in the present 
experiments. Further analysis is in progress. 
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Measurements of Neutron Spallation Cross 
Sections of 59Co and natcu 

E. Kim,·1 T. Nakamura, Y. Uwamino, M. Imamura, N. Nakao, S. Shibata, and S. Tanaka*2 

[Neutron spallation cross section] 

Neutron reaction data in the energy range above 20 
Me V are quite scarce and no evaluated data file exists 
at present. In this study, we have measured the neu­
tron spallation cross section using quasi-monoenergetic 
p-Li neutrons in the energy range above 20 MeV. The 
experiments were performed at three cyclotron facili­
ties of (1) Institute for Nuclear Study (INS), Univer­
sity of Tokyo, (2) Takasaki Research Establishments, 
Japan Atomic Energy Research Institute (TIARA), 
and (3) Institute of Physical and Chemical Research 
(RIKEN). 

Irradiation experiments utilized quasi-monoener­
getic neutrons which were produced by 7Li(r,nfBe re­
action. The Li-targets of 2 to 10 mm thicknesses were 
bombarded by proton beams of 20 to 120 MeV en­
ergies from AVF cyclotron. The neutron produced in 
the forward direction from the target were transported 
through a collimator to irradiation samples, and the 
proton beams passed through the target were swept 
out by a magnet and led to a beam dump. The neu­
tron spectra were measured with the TOF method us­
ing an organic liquid scintillator. The absolute neutron 
fluence was determined with the PRT (Proton Recoil 
counter Telescope) at TIARA and further with the Li 
activation method to detect the 7Be activity from the 
7Li(p,n)7Be reaction at RIKEN. 

The irradiation samples were natcu and 59Co. The 
samples were located at 400 cm and 837 cm behind 
the Li-target at TIARA and RIKEN, respectively. Ir­
radiation consisted of a short period (1 to 2 hrs) and 
a long period (about 20 hrs) by considering the half­
life of produced nuclei. The gamma rays emitted from 
produced nuclei were measured with a high purity Ge 
detector. 

The cross sections were obtained by dividing the 
reaction rate with t,he peak neutron fluence which is 
given by PRT or Li activation method, after correcting 
the contribution of low-energy neutron components. 
The errors of cross section data were evaluated from 
the error propagation law by combining the errors of 
reaction rate (about 0.4-30%) , peak neutron fluence 
(about 12-15%) , FWHM of peak neutron spectrum 
(2.8- 5.0 MeV), and of contribution from the reference 
cross section used to estimate the low energy neutron 
component (about 5-92%). 

We have obtained values of the cross sec-

*1 Cyclotron and Radioisotope Center, Tohoku University 
*2 Takasaki Research Establishment, Japan Atomic Energy 

Research Institute 

tion of the 59Co(n,xn)58,57,56,55Co, 59Co(n,sp )59Fe, 
59Co(n,sp )56,54,52Mn, natCu(n,sp )56,54,52Mn, natcu_ 
(n,sp) 61 ,60,58,56,55CO, nat CU( n,xn )64,61,60Cu, and 
natCu(n,sp)65Ni reactions. As examples, Figs. 1.:....3 
give cross sections of the 59Co(n,3n)57 Co, 1) natcu_ 
(n,sp)58Co and nat Cu(n,sp)56Mn reactions, respec­
tively. The results are compared with the calculated 
results by Odano2) and Fukahori. 3,4) Our experimental 
results in the energy range above 40 MeV are the first 
experimental data, and are generally in good agree­
ment with the calculated data. 
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Fig. 1. 59Co(n,3n)57 Co reaction cross section. 
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Polarization Observables for the 3He( d, p )4He Reaction 

T. Uesaka, H. Okamura, T. Ohnishi, Y. Satou, S. Ishida, N. Sakamoto, H. Otsu, T. Wakasa, 
T. Nonaka, G. Yokoyama, K. Itoh, K. Sekiguchi, T. Wakui, and H. Sakai 

[ 
3He(d,p)4He, Ed = 270 MeV, Measured analyzing powers, 1 
Measured polarization correlation coefficients 

We have proposed a new experimental approach to 
study the high momentum component of the deuteron 
D-state wave function by measuring the polarization 
correlation coefficient, Gil, for the 3He(d~p)4He reac­
tion. The first experiment was carried out at RIKEN 
Accelerator Research Facility in 1996.1) In this report, 
the experimental results and its comparison with the 
related experimental data are presented. 

Experimental result of Gil , which is expected to be 
proportional to the D-state density, is plotted together 
with Plane-Wave Born Approximation (PWBA) calcu­
lations in Fig. 1. The experimental data is significantly 
smaller than what are predicted by the plane wave cal­
culations. If we interpret this result as it is, the D-state 
density is reduced to be almost one third. However, it 
is hardly acceptable. That is, the reduced Gil should 
be due to the complexity of reaction mechanism. A 
multiple scattering effect or a quark exchange effect 
might be examples of such candidates. Indeed, these 
effects are considered to be quite important to describe 
the observed discrepancies in the polarization observ­
abIes for the d+p backward scattering (DPBS) and for 
the deuteron inclusive breakup (DIB) reaction2 ,3) The 
large discrepancy between experiment and theory in 
Fig. 1 leads to the conclusion that the Gil is sensitive 
to these reaction-mechanism effects , and therefore we 
can use Gil to test the given reaction models. 

We compare the individual components of Gil, A yy , 
Gy ,y, and Gx,x, with polarization observables for DPBS 
and DIB. The expressions of T20 and "'0 for DPBS and 
DIB have similar forms as those of Ayy and Gy,y (Gx ,x) 
for the 3He(d~p)4He reaction, respectively.5) This sim­
ilarity can be understood from the common nature of 
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Fig. 1. The experimental result (filled star) and 
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plane-wave calculations of CII . The solid and broken 
curves are calculations with the Paris and Bonn poten­
tials, respectively. 
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Fig. 2. Comparison of the present data (filled stars) 
with polarization observables for the d+p and deuteron 
breakup. As for the present experimental data, 
-v'2Ayy and -1.5Cy,y (-1.5Cx,x) are plotted instead 
of T20 and "-0, respectively. Open symbols denote 
the data for the d + p backward scattering, and filled 
symbols indicate the data for the deuteron inclusive 
breakup on hydrogen target.4

) Solid curves denoted by 
IA are plane-wave calculations. 

these reactions: one nucleon exchange. In Fig. 2, the 
comparisons among these three reactions are shown. 
For comparison, the present results are multiplied by 
factors -v'2 and -1.5 for Ayy and Gy ,y (Gx ,x ), respec­
tively. A similarity can be seen in the cases of both 
T20 and "'0: - v'2Ayy has a large negative value and 
is less negative than the plane-wave calculation as T20 

for DPBS and DIB is. - 1.5Gy ,y (-1.5Gx,x) has a pos­
itive value as "'0 does. These facts suggest that the 
polarization observables for the 3He(d~p)4He reaction 
are expected to give us significant information on the 
unsolved problems encountered in the DPBS and DIB 
experiments. 
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Study of Spin Flip Signatures via 12C(d, d') Reaction 

S. Ishida, Y. Satou, H. Sakai, H. Okamura, H. Otsu, N. Sakamoto, T. Uesaka, 
T. Wakasa, T. Ohnishi, T. Nonaka, G. Yokoyama, T. Niizeki, 

T. Ichihara, K. Hatanaka, and N. Nishimori* 

[NUCLEAR REACTION 12C(d~di), Ed= 270 MeV, Measured 81, S2 and other signatures] 

Inelastic deuteron scattering should be the most ef­
ficient probe to study the isoscalar spin excitations, 
because it excites exclusively the isoscalar states. I-3) 

Moreover, the measurement of the deuteron spin flip is 
needed to separate the spin strength from the non-spin 
strength. The first polarization transfer measurement 
by using the newly developed focal plane Deuteron PO­
Larimeter DPOL 4) has been carried out on 12C. A part 
of the result was previously reported.5 ) Further mea-

,surements on this reaction have been carried out to 
improve poor statistics of the double scattering mea­
surement. The analysis including new measurements 
is now in the final stage. 

DPOL is designed to measure all the vector and ten­
sor polarization components within the single counter 
configuration of the polarimeter, so that one can deter­
mine all the eight polarization observables with respect 
t .. t· pyl A pyl y' A o y aXIS In one measure men : I.e., 'Y' ,yy, 
K~/, K~~yl, K~/Y ' and K~~, where y and yy denote 
the vector and tensor polarization, respectively. The 
probabilities of non-spin-flip (So), spin-flip (Sd, and 
double-spin-flip (82 ) are extracted from these polar­
ization observables as 

So 
1 I I I - (2 + 3KY + KY y ) 6 y yY' 

~ (4 - pylyl - A - 2Kylyl) 
9 yy yY' 

1 I I I I ') - (4 + 2PY y + 2A - 9KY + KY y 18 yy y yY' 

where the subscript ,6.m of the spin transfer probability 
8D.m is the change in Sy. The spin flip probability Sl 
in the (d,d') reaction will be a good signature of the 
spin excitations as 8nn is in the (p,p') reaction. 

The experiment was performed with a 270 MeV 
deuteron beam for the excitation energy range of about 
3 < Ex < 25 MeV. DPOL was installed in the second 
focal plane of the spectrograph SMART. The beam 
swinger magnet was set at 50, which covers the angu­
lar range of 2.5 0 < (}zab < 7.5 0

• The target nucleus 

Japan Atomic Energy Research Institute 

I2 C has the unnatural parity states 1+ at 12.71 MeV 
and 2- at 18.3 MeV in the measured Ex region, which 
are known as isoscalar spin states, and also the natural 
parity states such as 2+ at 4.44 MeV, 0+ at 7.65 MeV 
and 3- at 9.64 MeV. 

The preliminary result of the measurement is shown 
in Fig. 1. The spin flip probability S1 has large values 
for the unnatural parity 1+ and 2- states, and the S2 
values are around 0 for all excitation energy region. 
Further analysis is now in progress. 
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Fig. 1. Excitation energy spectrum, the spin flip proba­
bility 8 1 and the double spin flip probability 82, for the 
scattering angle 2.5 0 -7.5 0

• 
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Measurement of the 28Si(il, il') Reaction at Ed = 270 MeV 

Y. Satou, S. Ishida, H. Sakai, H. Okamura, N. Sakamoto, H. Otsu, T. Uesaka, T. Wakasa, 
T. Nonaka, T. Ohnishi, G. Yokoyama, K. Sekiguchi, K. Yakou, S. Fukus aka , 

K. Itoh, T. Ichihara, T. Niizeki, and K. Hatanaka 

[NUCLEAR REACTION, 28Si(ct: J), Ed = 270 MeV] 

In the past three decades much of magnetic transi­
tions and spin giant resonances has been investigated 
by using various nuclear reactions such as (e, e' ), (p,p') 
and (p, n). These reactions preferentially excite isovec­
tor (I:::..T = 1) transitions. Therefore, the understand­
ing of the isoscalar spin excitations (I:::..T = 0, I:::..S = 1) 
is still limited. The (d~ dl ) reaction at intermediate 
energies is considered to be a promising tool for the 
study of I:::..T = 0, I:::..S = 1 transitions, because (a) it 
exclusively excites the isoscalar states, (b) the reaction 
mechanism becomes selective in spin-flip transitions at 
energies above 100 MeV/nucleon, and (c) the spin-flip 
probability SI, obtained by measuring the polarization 
transfer observables, is useful in separating the spin­
flip (I:::..S = 1) and non-spin-flip (1:::..8 ::::: 0) strengths. 
The feature (c) has been established by the previous 
experimental study of the 12C(d~ J) reaction.1) 

In this report we describe our experimental study 
of the isoscalar M1 (1+) states via the 28Si(ct: dl ) re­
action. The nucleus, 28Si, is known to have at least 
one isoscalar spin-flip state (J7r = 1+, 9.5 MeV) which 
is strongly excited in the (p, p') reaction.2) The differ­
ential cross sections (~~) and eight spin observables 
(Ay, Ayy , pyl, pylyl, K~', K~'Y', K~~ and K~~yl) 
were measured over an angular range from 2.50 to 7.50 

and an excitation energy range from 4 to 24 MeV. A 
270 MeV polarized deuteron beam from the RIKEN 
Ring Cyclotron was used to bombard a 58.1 mg/cm2-
thick natSi target (28Si: 92.2%, 29Si : 4.7%, 30Si 
: 3.1%). Typical beam intensity was 10 nA. The 
scattered deuterons were momentum analyzed by a 
magnetic spectrometer, SMART, and their polariza­
tion components were determined by the asymmetry 
measurement using a polarimeter, DPOL,3) which was 
placed in the second focal plane (FP-2) of SMART. 
The elastically scattered deuterons and the deuterons 
that excite the target nucleus to the first 2+ state at 
1.78 Me V were removed by a 5-cm thick lead slit lo­
cated at the intermediate focusing point of SMART. 

Figure l(a) shows the excitation energy spectrum 
of natSi target. The isovector 1+ states, which usu­
ally dominate in the forward angle (p, p') spectra, 
are entirely suppressed based on the isospin selection 
rule. All the levels observed are, therefore, isoscalar 
(I:::..T = 0) states. A prominent peak was observed 
at the excitation energy of 18.8 MeV. To the best of 
our knowledge, no J7r assignment has ever been done 
for this peak structure. Since this peak had already 

62 

III 

C 
:l 
o 
U 

(0) 6=2.5°-7.5° 

o~:=:::::::::::;::::::==~::::::::==:=: 

i:~~~ 
~ to 15 20 

Excitation' enero), ( .... V) 

Fig. 1. Experimental results of the deuteron inelastic scat­
tering from 28Si . (a) Measured excitation energy spec­
trum. (b) Spectrum of the tensor analyzing power, Ayy . 

been observed in the (0',0") experiment ,4) it may be 
ascribed to a non-spin-flip state (or a resonance). The 
previously known isoscalar 1+ state at 9.5 MeV is 
clearly excited. Figure 1 (b) shows the excitation en­
ergy spectrum of a tensor analyzing power, Ayy . The 
Ayy takes negative values for the 1 + state at 9.5 MeV, 
indicating the spin-flip nature of this state. As one 
sees, Ayy also becomes negative at Ex ~ 8.3 MeV and 
10.6 MeV. At the former excitation energy region, an 
isoscalar (T = 0) 1+ state has been known on the 
basis of ,-decay systematics. 5) At the latter region, 
two isovector (T = 1) 1+ states have been known at 
10.60 and 10.73 MeV. These levels were regarded as 
a mixed analogue of the 28 Al 1.37 MeV state, and it 
has been expected that they have appreciable T = 0 
components. 5) 

Further analysis is under progress to deduce the 
other spin observables. The spin-flip probability 81 , 

obtained through the relationship, 
1 I I I I 

81 = 9(4 - Ayy - Py y - 2Kt/ ), 

is expected to play an important role in identifying 
the isoscalar spin-flip strengths in a more definitive 
manner. 
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Gamow-Teller Strength Distribution in fp Shell Nuclei 

T. Niizeki, s. Fukusaka, T. Ichihara, S. Ishida, K. Itoh, T. Ohnishi, H. Ohnuma, 
H. Okamura, H. Orihara, H. Sakai, N. Sakamoto, Y. Satou, K. Sekiguchi, 

Y. Tajima, T. Uesaka, K. Yakou, and G. Yokoyama 

[NUCLEAR REACTION (d,2He), GT (3 decay] 

The (d,2He) reaction at intermediate energy is very 
useful to measure the (3+ Gamow-Teller transition 
strength, B(GT+). This reaction excites spin-isospin 
states selectively. This reaction has advantages in ef­
ficiency and energy resolution1) over other reactions 
such as (n,p). Because of these advantages, we can 
measure GT + transitions to the discrete states in 
intermediate-mass nuclei. 

We have carried out the (d,2He) reaction experiment 
at Ed = 270 MeV to obtain B(GT+) on N = 29 iso­
tones. Obtained energy spectra at 0° are shown in 
Fig. 1 as a function of (3 decay Q-value, Q,B. 54Mn, 
52V, 51Ti and 50SC spectra are shown to be compared 
each other. We used a sheet of 50Ti enriched thin foil 
of 1. 7 mg/ cm2 thickness to obtain the 50SC spectrum. 
We can use such a thin target · of 50Ti because of the 
enough efficiency of our (d,2He) experiment. 

These spectra are preliminaries. Therefore, we see 
only the outline of these spectra. The shaded peaks 
show the GT + state candidates which are excited 
strongly at e = 0°. From the angular distributions 
of the cross sections, these peaks can be identified as 
GT + states. On 52V spectra, three peaks of similar 
strength can be seen and these are distributed rather 
widely than other nuclei. On 54Mn, 51Ti and 50Sc 
spectra, substantial strong peaks can be seen. On 50Sc 
spectrum, a significant peak stands and there is no 
other substantial peak. 

Energies of the low-lying peaks decrease with proton 
number. Strength of that peak increases with proton 
number. This feature has been suggested for the case 
of N = 15 isotone.2) Further analysis and the compar­
ison with shell model and with other reactions should 
be carried out. 
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Fig. 1. The energy spectra of N = 29 isotones obtained by 
the (d,2He) reaction. Horizontal axis is the excitation 
energy converted to the J3-decay Q-value. Vertical axis 
is the counts per channel. The top spectrum is obtained 
by the 54Fe(d,2He)54Mn reaction. The lower panels are 
52V, 51Ti and 50SC spectra, respectively. The shaded 
peaks are candidates of GT + states. 
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Low Background Measurement of 8B Coulomb Dissociation 

M. Hirai , T. Kikuchi, T. Motobayashi, T. Minemura, S. Shimoura, H. Murakami, Y. Ando , K. Ieki, 
T. Nishio , Y. Yanagisawa, M. Suzuki, H. Fujiwara, T. Uchibori, Y. Iwata, H. Sakurai, 

Y. Watanabe, K. 1. Hahn, H. Utsunomiya, K. Miki, S. Kubono, T . Teranishi, 
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Directly relating to the solar neutrino problem, stud­
ies of the reaction 7Be(p,,)BB in sub-MeV energy re­
gion are very important. The Coulomb dissociation 
reaction 20Bpb(BB, p7Be)20BPb, in the intermediate en-
ergy region is a powerful tool for that study. We have 
already performed two experiments of BB dissociation 
at RIKEN in '91 and '94 , and extracted the S-factors 
within the range of 0.5 < Erel < 2.0 MeV. 1,2) 

Here we report the third experiment performed in 
'96, which aimed at measuring the S-factors in the 
lower energy region by improving the setup to achieve 
a lower background measurement. The present exper­
iment is expected also to measure the angular corre­
lation between the fragments, which may be affected 
possible E1-E2 interference.3) 

Figure 1 shows the experimental setup. 
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Fig. 1. Schematic view of the experimental setup. 

The secondary beams, which contain BB as a dom­
inant component (2/3), were provided by the RIPS 
fragment separator. The energy of BB was 52.5 
MeV /nucleon, and the intensity was 2 x 105 cps on 
average. 

The secondary beams bombarded a 50 mg/ cm 2 

208Pb target which placed at the third focal point at 
RIPS. A 0.5 mm thick plastic scintillator (Tgt-PL) 
was also placed in the target chamber, adjacent to 
the target itself. Fifty-five NaI(TI) scintillators4) have 
surrounded the target to detect the , rays emitting 
from the excited fragment 7Be* in the 1/2- states at 
429 keV with a branching ratio of approximately 5%.2) 

About 4.4 m downstream of the lead target, we 
placed a counter hodoscope which consisted of 13(~E) 
and 18(E) plastic scintillators, and detected p and 7Be 
in coincidence. The effective area of the hodoscope is 
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0.96 x 1 m2 • The complete kinematics of the pJBe 
system were reconstructed by using the detected po­
sitions on the hodoscope and the time-of-flight from 
Tgt-PL to the hodoscope. 

In the two former experiments, a helium gas bag 
was inserted between the target and the hodoscope, 
but we have found it to be created many background 
events. In the present experiment, we installed a vac­
uum chamber, and the space between the target cham­
ber and the hodoscope was evacuated. A mylar foil 
(200 J-£m) was placed at the end of the chamber, leav­
ing 10-15 cm of the air gap between the mylar foil and 
the hodoscope. 

Figure 2 shows spectra of the relative energy Erel 

of the p-7Be system. The data obtained with the lead 
target and the background data obtained without the 
lead target are shown in Fig. 2(a). Figure 2(b) shows 
the background-subtracted spectrum. Solid line rep­
resents the result of a Monter-Carlo simulation, done 
with a constant S-factor of 20 eV-b. 
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Fig. 2. (a) Relative energy spectra taken with and without 
the target. (b) Background-subtracted spectrum and 
the Monte-Carlo estimation with a constant S-factor of 
20 eV-b (solid curve) . 

Premilinary results of the angular correlation exhibit 
some asymmetries, which will be analyzed in terms of 
the interference discussed above. 
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[Nuclear Reactions BLi(a,n)l1 B, BLi(a,an)l1 B; Elab=2- 7 MeV; Measured a(E)] 

We have measured the cross section of the 
BLi(a,n)l1 B as well as BLi(a ,anfLi reactions with a 
New-MUSIC1) detector system in coincidence with the 
neutron in order to identify the final states of BLi(a,n) 
reactions. We report the present status of the analysis. 

The BLi(a,n)l1 B reaction is one of the key processes 
in the primordial nucleosynthesis which is described 
by inhomogeous big-bang models. Historically, this 
reaction was studied by using the inverse reaction, 
11 B(n,a)BLi.2) In addition, a direct measurement of the 
BLi(a,n)l1 B reaction3,4) was performed by a MUSICS) 
detector. The cross section of the former measurement 
is smaller than the latter measurement by a factor of 5. 
This difference is explained by the fact that the former 
includes only a ground state of 11 B, while the latter 
includes all states of 11 B. 

In addition to the BLi(a,n)l1 B reaction, the 
BLi(a,an)7Li-breakup reaction can occur above 2.0 
Me V at the center of mass system. To estimate the 
contributions of each 11 B state and of breakup chan­
nel to the cross section, we' have performed for the 
first time the exclusive direct measurement of the 
BLi(a,n)l1 Band BLi(a,an)7Li reactions with the New­
MUSIC detector. 

The New-MUSIC detector is a MUSIC (MUlti- Sam­
pling Ionization Chamber)-type detector, which can 
measure the energy loss along the particle track. The 
main advantage of the New-MUSIC is its capability to 
work as a time-projection chamber employing flash­
ADC's (Analogue to Digital Converter) to identify 
multi-track events. This advantage is effective to re­
ject the background events and also to identify the final 
channels like the BLi(a ,anfLi reaction. 

The experiment was performed with RIPS at 
RIKEN Ring Cyclotron Facility. The BLi beams were 
produced by a fragmentation reaction of the 12C beams 
at an energy of 70 MeV/nucleon. The energies of BLi 
beams were degraded by AI-plate degraders to 10- 30 
MeV. The energies of BLi were determined event by 
event through a time of flight measurement. The BLi 
beams were irradiated into the New-MUSIC detector 
filled by the gases of 4He admixed with 5%(10%) of 
iso-butane at 400 torr pressure. The 4He gas works 
as a detector gas as well as a target. Neutron coun­
ters surrounded the New-MUSIC detector from 0 to 90 
degree. 

Figure 1 shows the cross sections of the 
BLi(a,n)l1 B(all states) and BLi(a,an)7Li reactions. 
The threshold energy of the analysis is set to be 2.0 
Me V at the center of mass system, because we have dif­
ficulties to identify the reactions at the present stage 
of the analysis. It is found that the escape channel, 
BLi(a,an)7Li has a comparable cross section to the 
BLi(a,n)11 B channel. In order to determine the ab­
solute cross sections, we need yet to estimate the effi­
ciencies by computer simulations. 
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Fig. 1. The upper spectrum shows the total cross section 
(0-) of the 8Li(a,n)l1B reaction. The lower spectrum 
shows the 0- of 8Li(a,anfLi. The x-axis represents 
E c.m.(MeV) The y-axises of the both spectra are rel­
atively normalized. 

At the present stage of the analysis, a half of the 
total events were analyzed. The further analyses are 
now in progress. We will determine the absolute cross 
section of these reactions and branching ratios. 
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NUCLEAR REACTION: Be(12C, 9C), E = 135 MeV/nucleon, Measured 
9C reaction cross sections, Deduced 9C density distribution 

The nuclear structure of the proton drip-line nucleus 
9C has attracted much interest ever since its magnetic 
moment was found to be anomalous.!) It is important 
to determine the density distribution of 9C for studies 
of its nuclear structure. In order to investigate the den­
sity distribution of 9C, we have measured the reaction 
cross sections ((7R' s) for 9 C on the Be, C, and Al tar­
gets at .the beam energies of 40 and 70 MeV/nucleon 
using the transmission method. The methods of the 
experiment and analysis were essentially the same as 
the ones in Ref. 2 in which BB was studied. 

The unstable nuclear beam of 9C was produced by 
the projectile fragmentation of the 135 MeV/nucleon 
12C primary beam provided from the RIKEN Ring 
Cyclotron. The nuclide selection was made through 
the RIPS (RIken Projectile fragment Separator). The 
beam energy of 40 MeV/nucleon was chosen to gain 
large nucleon-nucleon total cross sections that are 
about three times of those at the LBL energies which 
were around 700 MeV /nucleon.3) At 70 MeV/nucleon 
the cross sections take approximately the middle val­
ues in between these two energies. 

The particle counting and identification before the 
reaction target were done by a thin Si counter for 
~E measurement and three parallel plate avalanche 
counters (PP ACs) that provided the time and position 
information. Downstream of the reaction target, the 
identification was made from ~E taken by Si counters 
and from the time-of-flight (TOF) taken in between 
the PPACs and plastic counters which were placed 2 
m downstream from the reaction target. The energy 
loss in the reaction target was about 20 MeV/nucleon 
for both energies. 

In order to connect the experimental reaction cross 
sections (7R to the density distribution of 9C, we em­
ployed the Glauber-type calculation.2) An enhance­
ment factor was introduced for the calculations at the 
intermediate energy range. This factor was the same 
as the one2) used in the study of BB and deduced from 
the (7R data for other stabler nuclides such as 6Li, 7Be, 
and 12C, whose densities can well reproduce the inter­
action cross sections at high energies.3 ) 

We assumed a shape of the density distribution of 9 C 
and fitted it to the (7R data including the high-energy 
data through the Glauber-type calculation. The as­
sumed shape for the proton density in 9C was a Gaus­
sian at the core and a Yukawa-square tail at the outer 
region, while that the neutron density was only a Gaus-
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sian with the same width as the proton core. The pre­
liminary result is shown by the shaded region in Fig. 1, 
where the best-fit density is shown by the dashed curve 
and the error is indicated as the height of the shade. 
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Fig. 1. Density distribution of 9C derived by a 
fitting to the experimental CTR data (dashed curve) 
and single-particle calculated densities (dotted and 
dash-dotted curves). The shaded region indicates the 
experimental error. 

The dotted curve in Fig. 1 shows a single particle 
density for one proton in 1 p orbit in the Woods-Saxon 
potential, the depth of which was adjusted to repro­
duce the experimental one-proton binding energy of 
1.296 MeV for 9C. The dash-dotted curve shows a simi­
lar single particle calculation for two protons in 2s orbit 
with the binding energy of 1.433 MeV, in which the two 
protons are assumed to form a single cluster. Though 
the present density has a large error, these simple cal­
culations with the realistic proton binding energies are 
compared to show a good agreement with the best-fit 
density as shown in Fig. 1. These densities have 5- 10 
times smaller amplitude at the tail region compared to 
the case of BB. 
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[
NUCLEAR REACTIONS: 1H,208Pb(12Be,12Be,) 1H,2°8Pb, 1 
E(12Be) = 54 A MeV; Deduced deformation parameter f32 

Collective behavior of the even-even nuclei has been 
studied through measurements of the reduced transi­
tion probability B(E2 ; 0+98.-+2+). As well as electro­
magnetic processes such as Coulomb excitation and ,­
decay lifetime, the inelastic proton scattering has been 
studied for estimating the B(E2), where the interac­
tion between the proton and the nucleus of interest is 
dominated by the nuclear force. 1) Differences between 
the results obtained from the inelastic proton scatter­
ing and the electromagnetic probes were discussed in 
terms of the ratio of neutron- to proton- transition 
matrix elements M n/ M p' 2,3) We have investigated the 
inelastic proton scattering in the inverse kinematics ex­
citing the neutron-magic nucleus 12Be to its first bound 
excited 2+ state, where the B(E2) is unknown. Here 
we report the experimental arrangement and prelimi­
nary results. 

A 12Be beam was produced by using the projectile 
fragmentation of a 100 A MeV 180 beam incident on 
aLII g/cm2 Be target. By the RIKEN Projectile­
fragment Separator (RIPS), the 12Be beam was sep­
arated with a high purity of around 96%. The sec­
ondary beam intensity was typically a few tens of thou­
sands counts per second with the momentum spread 
± 1 %. Two 1.0 mm thick plastic scintillators (PL) 
were located at the first achromatic focal plane of the 
RIPS (F2) and at the final focal plane (F3). Two par­
allel plate avalanche counters (PPAC's) were placed at 
F3 to determine the incident angle of the beam. The 
particle-identification of the incident beam was carried 
out event-by-event with the time-of-flight (TOF) mea­
surement. The TOF was determined between F2-PL 
and F3-PL timings. The secondary 12Be beam bom­
barded a 90.2 mg/cm2 thick (CH2 )n target at F3, with 
its average energy on the target 53.8 A MeV. The back­
ground originating from the 12Be + 12C scattering was 
measured using a 89.8 mg/cm2 thick 12C target and 
subtracted from the (CH2 )n yields. In order to study 
a possible contribution of the Coulomb force, measure­
ments with a 351 mg/cm2 thick 208Pb target were also 
performed. 

The scattered 12Be was detected by a hodoscope 
consisted of 13 !:l.E- and 16 E- plastic scintillators, lo­
cated 4.9 m downstream of the target. This hodoscope 
was mounted on a vacuum chamber, details of which 
are described elsewhere,4) for reduction of background. 
The particle identification was performed in the stan-

dard !:l.E-E method. The scattering angle was deter­
mined by the hit positions at the two PPAC's and 
the hodoscope. The de-excitation "( rays were de­
tected with 55 pieces of NaJ(TI) crystal scintillators 
surrounding the target from 60 to 163 degree. Each 
scintillator crystal has a rectangular shape with the 
size 6 x 6 x 12 cm3 coupled with a 5.1 cm ¢ photomul­
tiplier tube. The energy resolution was typically 7.0% 
FWHM for 1275keV, ray as calibrated from the 22Na 
standard source. 

To test of the validity of the method, we performed 
the same measurements with 59 A MeV lOBe, where 
the B(E2) is known. 

Figure 1 shows the ,-ray spectrum obtained in co­
incidence with inelastically scattered 12Be, for which 
Doppler shift is corrected. A full-energy peak corre­
sponding to the 2+ -+0+ transition is clearly seen at 
2.1 MeV. Another peak at around 3.4 MeV is possi­
bly the , rays associated with the breakup reaction, 
12Be -+ 10Be*(2+ :3.368 MeV) +2n. Further analyses 
of the data are now in progress. 
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Fig. 1. De-excitation "(-ray energy spectrum observed 
in the 1 H + 12 Be inelastic scattering. Doppler shift is 
corrected for (see text) . 
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[NUCLEAR REACTION 11 Be + Pb, Coulomb excitation, Neutron halo] 

The Coulomb excitation of a halo nucleus 11 Be to 
its first bound excited state (E1: 1/2+ --+ 1/2-) has 
been studied using a 64 MeV /u 11 Be radioactive beam 
incident on a 208Pb target. The electric dipole strength 

Condensed from the article in Phys. Lett. B 394, 11 (1997) 
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deduced by a first-order perturbation analysis is in 
good agreement with the result of previous life-time 
measurements of the 11 Be 1/2- state. 
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[20Bpb(12N,l1C p)20BPb, Coulomb dissociation, Relative energy spectra] 

The Coulomb breakup technique was employed to 
determine the radiative width of excited levels in 
12N and the direct proton-capture contribution in the 
11C(p,,)12N reaction. This reaction is important in 
the hot pp chain nuclear burningl) in hydrogen-rich 
massive objects. At a high-temperature and high­
density condition, this capture reaction becomes faster 
than the (3+ decay of 11C. However, this 11C(p,,)12N 
reaction is difficult to study experimentally because 
the life-time of 11C is too short (T1/ 2 = 20.4 min) to 
prepare it as target. 

In the energy region of astrophysical interest, there 
are two resonant states in 12N. The first one at the 
p_11C center-of-mass energy Eern = 0.359 MeV cor­
responds to the J7r = 2+ excited state at Eex = 
0.960 MeV. The second one at Eern = 0.589 MeV can 
be formed by s-wave proton capture, and corresponds 
to the J7r = 2- state at Eex = 1.19 MeV which decays 
to the ground state by an El transition. For the radia­
tive width r l' of the 1.19 MeV state, Wiescher et al.2) 
suggest r l' = 2 me V using the mean value of the "(­
transition strength distribution in mass region around 
A = 12. With a model based on the generator coor­
dinate method, Descouvemont and Baraffe3) predict a 
much larger value r l' = 140 me V for the same level. 

The related experiments have been performed at 
RIKEN using the secondary beam line, RIPS. A 
72.2 MeV /nudeon 12N radioactive beam was pro­
duced through fragmentation reactions of a primary 
135 MeV /nudeon 14N beam. A 50 mg/cm2 20Bpb tar­
get was bombarded by the secondary 12N beam, and 
the breakup fragments, 11 C and proton, were detected 
in coincidence after traveling through 4.4 m flight­
path. 

The energies and scattering angles of proton and 11 C 
were measured. From these quantities, we can recon­
struct the p_11C relative energy and scattering angle of 
the p_11C center-of-mass. The experimental relative­
energy spectra are shown in Fig. 1. The histogram (a) 
shows the yield measured with the 20Bpb target, and 
(b) shows the yield without the target which is consid-

ered as the background. The background-subtracted 
net spectrum is shown in (c), where a broad bump is 
seen at around 0.5 MeV. This bump might contain the 
two peaks corresponding to the 2+ state (r < 20 ke V) 
and the 2- state (r = 118 keV) , which overlap with 
in the experimental energy resolution estimated to be 
about 150 ke V presently. A more complete analysis of 
the data including the evalution of the 12N -+ p +11 C* 
process is under way. 
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Fig. 1. Relative energy spectra obtained for the 
20Bpbe2N,llC p)2oBpb reaction. The three histograms 
correspond to the yields with (a) and without (b) the 
20Bpb target, and the ,background subtracted net yield 
(c). 
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[
NUCLEAR STRUCTURE, Nuclear magnetic resonance, 
Measured quadrupole moment of 130 ground state 

The electric quadrupole (Q) moment of 13 0(/11" = 
3/2-, T1/2 = 8.6 ms) has been determined reliably 
from the ,B-Nuclear Quadrupole Resonance (,B-NQR) 
on 13,190 and Fourier Transformed NMR (FT-NMR) 
on 170 in Ti02. The preliminary value of the Q mo­
ment reported previously1) was revised based on the 
present precise field gradient. 

The electric quadrupole coupling constant eqQ/h 
of the 130 implanted in Ti02 was determined from 
the ,B-NQR on the polarized 130 provided by RIKEN 
Ring Cyclotron and RIPS fragment separator, as was 
reported previously. 1) The c axis of the (tetragonal) 
Ti02 catcher was set parallel to the external magnetic 
field, Ho = 8 kOe. From the observed NQR spec­
trum shown in Fig. 1 (essentially the same as Fig. 
2 in Ref. 1), the coupling constant was obtained as 
(1-r7')leq'QI/2he30 in Ti02) = 128(6) kHz by fitting 
a theoretical function to the peak at the higher fre­
quency (peak 2). The peak at the lower frequency 
(peak 1) can not be analyzed due to the lack of reso­
lution. 
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Fig. 1. NQR spectrum for 130 in Ti02. 

The eqQ/h and the asymmetry parameter ry for 170 
in enriched Ti 1 7 O2 were re-measured using the pulsed 
FT-NMR method without any dopant since the old 
value was not reliable enough due to the Cr impuri­
ties used for the signal amplification. From the reso­
nance frequencies as a function of the rotation angle, 
leqQl/h(170 in Ti02) = 1512(4) kHz and ry = 0.831(7) 
were determined for substitutional 170. 

We have studied the ,B-NQR on 190 in Ti02 us­
ing the 5-MV Van de Graaff accelerator at Osaka 
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Fig. 2. NQR spectrum for 19 0 in Ti02 . 

Univ. As shown in NQR spectrum for cl 1 Ho (Fig. 
2), we found two different implantation sites. Com­
bined with another spectrum for (llO) II Ho shown in 
the inset, eqQ/h and ry were determined. From this ry, 
the peak in Fig. 2 with small coupling frequency was 
found to be the one from the substitutional site, and 
leqQllhe90 in Ti02) = 208(17) kHz was obtained. 
Therefore, the ratio of the Q moments for 17,19 0 was 
determined from the ratio of their coupling constants 
to be IQ(190)IQ(170)1 = 0.138(ll). The coupling con­
stant of the other implantation site was determined to 
be (1-ry')leq'QI/2h(190 in Ti02) = 42.1(0.8) kHz. The 
clear peak for 130 in Fig. 1 corresponds to this second 
site, not the substitutional site which we previously 
thought. Thus, the ratio of the Q moments is deter­
mined to be IQ(130)IQ(190)1 = 3.04(16). Here, we 
have, 

IQe70)1 : IQe90)1 : IQe30)1 
= 1: 0.138(11): 0.42(4), 

Using the known Q(170) = 26(3) mb, Q moments are 
determined as 

IQ(190)1 = 3.6(5) mb, and IQe30) 1 = 11.0(1.6) mb. 

The shell model value Q(130) = +16 mb calculated by 
the OXBASH code using a harmonic oscillator radial 
wave function is significantly larger than the present 
value. Advanced theoretical investigation on a proton­
halo effect, for example, is needed. 
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Coulomb Dissociation of I1C and I9C 
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A. Mengoni, M. Notani, H. Otsu, H. Sakurai, S. Shimoura, 

T. Teranishi, K. Yoneda, and Y. X. Watanabe 

[17,19C + Pb, Coulomb dissociation, Neutron halo) 

Neutron halo structure has been one of highlights in 
the recent nuclear physics research. A neutron halo 
structure has so far been established for 11 Li, 11, 14Be, 
and 17B. All of these nuclei possess the characteristic 
nature of loosely-bound valence neutron(s). Recently, 
the neutron rich carbon isotopes 17, 19 C draw atten­
tions as neutron-halo candidates since their separation 
energies are small (Sn(17C) = 729±18 keY, Sn(19C) = 

170±110 keY). Recent measurements on longitudinal 
momentum distribution for the core fragment have in 
fact suggested a halo structure for 19C and an ordinary 
structure for 17C.1) However, the experimental difficul­
ties have strongly limited their structure information 
available for these nuclei. In particular, the ground­
state total angular momentum and parity have not yet 
been determined for these two nuclei. The determina­
tion of their ground-state spin is important since the 
centrifugal barrier related to the nuclear spin may pre­
vent the formation of the neutron halo. A Coulomb 
dissociation reaction is suitable for probing the halo 
structure since it is sensitive to the halo wave function 
and thus can be used to determine the matter distri­
bution and spin of the valence neutron.2) 

We have measured the Coulomb dissociation of 
17,19C using the radioactive beam line RIPS at RIKEN 
Ring Cyclotron Facility. The momentum vectors of 

the two outgoing particles, 16C + neutron and 18C + 
neutron, have been measured in coincidence, respec­
tively, for the reactions 17 C + Pb and 19 C + Pb at 
67 MeV/nucleon to determine the Coulomb excita­
tion energy spectrum. The 17 C and 19C ion beams 
have been produced from the 22Ne primary beam at 
110 MeV. The typical secondary beam intensities were 
about 30 kcps and 300 cps, respectively, for 17 C and 
19C. The time of flight for the beam ion was measured 
with the two thin plastic scintilla tors that were placed 
5.15 m apart. The position and direction of the beam 
ion were measured with four sets of M ulti-Wire Pro­
portional Counters (MWPC). The outgoing fragment 
was measured by the magnetic spectrometer with two 
sets of tracking drift chambers and by the plastic scin­
tillator hodoscopes. The outgoing neutron was mea­
sured with the plastic scintillator hodoscopes placed at 
o degree. The experimental setup is essentially same 
as that once used for the 11 Be Coulomb dissociation 
experiment.2) The analysis of the experimental data is 
now in progress. 
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[I8Ng .s .; ,6-NMR; measured magnetic moment, electric quadrupole moment] 

We report on the measurement of the magnetic 
moment and electric quadrupole moment of the 18N 
ground state (J7r = 1 -, TI/2 = 624 ms) 1) by means 
of the ,6-ray detected nuclear magnetic resonance (,6-
NMR). The standard shell-model calculations lead to 
a predicted ground-state spin and parity2) of J7r = 2- , 
while the experimental assignment is J7r = 1-. 

The experiment was carried out using the RIKEN 
Projectile-fragment Separator, RIPS. A spin-polarized 
beam of 18N was obtained from the fragmentation of 
22Ne projectiles at 110 A MeV on a carbon target, 
by selecting the emission angle and momentum. To 
facilitate the measurement for such an isotope of low 
production yield, we developed a new scheme, based 
on an adiabatic rotation of the holding field , to deter­
mine the degree of polarization before the NMR was 
observed. The experimental setup used is shown in 
Fig. 1. 

......... coil 
J)Olarized ••••• v ___ +-+-~~v 
lragme~'" ~'2!.~~zS;~ ........ stopper 

coil 

Fig. 1. Experimental setup for the measurement of the 
fragment polarization by the method of magnetic field 
rotation. The setup includes two pairs of air-core coils, 
respectively producing the vertical and horizontal com­
ponents of a holding field Bo. The combined Bo field 
is rotated by slowly varying the currents in these two 
pair coils, thus rotating the nuclear spin adiabatically 
by 1800

• 

With this scheme, the optimization of the emission 
angle and momentum for the maximum polarization 
was made, eventually yielding a 18N polarization of 
2.2 ± 0.7% (here the ,6-asymmetry factor A,B = -0.37 
was assumed). Then, the ,6-NMR measurement was 

*1 Research Laboratory for Nuclear Reactors, Tokyo Institute 
of Technology 

*2 The Energy Research Center , Wakasa Bay 
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successfully performed to determine the electromag­
netic moments, as shown in Figs. 2 and 3. The mag­
netic moment of the 18N ground state was determined 
to be IJ.LI = 0.3279 ± 0.0017 J.LN and the quadrupole 

coupling constant in Mg to be I ~ I = 73.2 ± 1.8 kHz. 

From the latter, the electric quadrupole moment of 
18N was deduced as IQI = 12.1 ± 1.2 mb, by taking an 
electric field gradient q for the N impurity in Mg from 
Ref. 3. The comparisons of the above obtained J.L and 
Q values with theories will be presented elsewhere. 
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Fig. 2. NMR Spectra obtained for the I8N implanted in 
Pt at T = 30 K . 
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Fig. 3. Result of the measurement of the electric 
quadrupole coupling constant for the IBN implanted in 
a Mg cry stal. The up/down ratio of (3-ray intensities 
is plotted as a function of eqQ / h. 
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[RADIOACTIVITY 19B,22C,23Nj Measured Tl/2' Delayed n emission probabilities] 

For the past few decades, extensive experimental 
studies of neutron-rich light nuclei have been per­
formed. However, in the extremely neutron-rich re­
gion, some nuclei are still difficult to study experimen­
tally, even concerning the measurement of their half 
lives, because of their small production rate. Here, the 
first measurement of half lives and ,8-delayed neutron 
emission probabilities of the neutron drip line nuclei 
19B, 22C, and 23N is reported. 

The experiment was carried out at RIPS. The nu­
clei 19B, 22C, and 23N were produced by projectile 
fragmentation, using a 95 MeV/nucleon 40 Ar primary 
beam with an average intensity of 60 pnA impinging on 
a 666 mg/cm2 Ta target. Each fragment was identified 
on-line by measuring its time of flight and its energy 
loss inside of a 0.5 mm thick silicon detector. The typ­
ical intensities of 19B, 22C, and 23N were 0.04, 0.003, 
and 0.09 cps, respectively. The unstable nuclei were 
separately implanted into an active stopper, a 12 mm 
thick plastic scintillator. After the implantation of a 
nucleus with Z ~ 5, the primary beam was turned off 
for 100 ms, a much larger period than the expected half 
lives, during which the decay of nuclei was measured. 
The stopper plastic scintillator was used for the de­
tection of ,8 rays emitted from the implanted unstable 
nuclei. A neutron detector array was placed around 
the stopper to measure ,8-delayed neutrons in coinci­
dence with ,8 rays. 1) The neutron detector consisted 
of 14 liquid scintillation counters (BC501A) covering 
a solid angle of about 80% of 411". Neutrons and, 
rays were separated by a pulse shape analysis (Fig. 1). 

Fig. 1. Separation of the neutrons from , rays achieved 
by using 15B. The vertical axis is the total light output 
and the horizontal axis is the amount of light being 
integrated in the first 60 ns. 

The energy threshold for the neutrons was set to be 50 
keVin electron equivalent energy, which corresponds 
to about 400 keVin neutron energy. The efficiency ob­
tained was 30%, determined by measuring ,B-delayed 
neutrons from the 15B which has a known neutron 
emission probability of 100%.2) 

The decay curves obtained for the nuclei are shown 
in Fig. 2. The horizontal axis is the time interval be­
tween the implantation of one fragment and the de­
tection of the ,B decay. The values of half lives were 
deduced from the least-squares fits to the data, assum­
ing a functional form given by an exponential plus a 
constant background. The preliminary results of the 
half lives are 3.3±0.2 ms for 19B, 9±3 ms for 22C, and 
14.5 ± 1.4 ms for 23N, with the quoted errors being of 
statistical origin only. 
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Fig. 2. Preliminary decay curves of 19B, 22C, and 23N. 
Solid lines represent best-fit curves and dashed lines do 
the adopted constant backgrounds. 

The values of the neutron emission probabilities were 
determined from the ratio of the number of detected 
neutrons to that of ,8 rays, considering the efficiency of 
the neutron detector array. Tentatively deduced neu­
tron emission probabilities of 19B, 22C, and 23N are 
125 ± 32%, 99 ± 39%, and 80 ± 21 %, respectively. Here, 
both statistical and systematic errors of the n-, sepa­
ration are taken into account. 
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Lifetime Measurement of 31,32Ne 
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T. Kubo, S. M. Lukyanov, T. Nakamura, Yu. E. Penionzhkevich, H. Sakurai, 

T. Teranishi, Y. X. Watanabe, K. Yoneda, and A. Yoshida 

NUCLEAR REACTIONS: 181Ta(40 Ar,X); E(40 Ar) = 95A MeV, 1 
Half-life measurement of 31 ,32Ne 

Beta-decay half-lives of two very neutron-rich nuclei 
31 ,32Ne have been measured for the first time. The two 
nuclei are the heaviest stable neon isotopes observed so 
far. 1,2) 

The secondary beams of neutron-rich nuclei were 
produced by the projectile-like fragmentation of a 
95A MeV 40 Ar17+ beam with a mean intensity of 
40.3 pnA. From the preliminary investigation on tar­
get dependence of fragment yields,3,4) we used a 
607 mg/cm2 thick 181Ta target. Very neutron-rich nu­
clei in 9 ~ Z ~ 11 were separated by means of the 
RIKEN Projectile Fragment Separator (RIPS)5) with 
a 221 mg/cm2 aluminium energy-degrader at the mo­
mentum dispersive focal plane, Fl. 

The identification of the fragments was carried out 
by means of measurement of time-of-flight (TOF) and 
energy deposit (~E). At the final focal point F3, all the 
detectors were mounted: a 1 mm thick plastic scintil­
lation counter (PL) , two 0.5 mm surface barrier type 
silicon detectors, and three lithium drift type silicon 
detectors with thickness of 1, 3 and 1 mm, respectively; 
plus a 2 mm thick plastic scintillation veto counter. 
The TOF of fragments between the production target 
and F3 was obtained from the PL timing and RF signal 
of the cyclotron. The ~E of heavy ion was obtained 
from the first two silicon detectors. 

This system of detectors was served as both the 
fragment identification and ,6-decay measurement. We 
measured the time interval from the PL timing to the 
,6-ray timing. The last three Li-drift type silicon detec­
tors allowed us to perform the {3-ray detection. When 
the fragments of interest reached the detectors, we sus­
pended the primary beam for 100 ms in order to mea­
sure the time intervals and avoid the pile-up of frag­
ments in the meantime. In order to stop the neutron­
rich nuclei, 32Ne and 31 Ne, at the 4th Si detector, the 
secondary beam energy was reduced with a 3.2 mm 
aluminium degrader located between 2nd and 3rd sili­
con detectors. 

Figure 1 shows the (3-decay curve of 31 ,32Ne and their 
daughter nuclei. We have achieved the ,6-ray detec­
tion efficiency 75% from the sum of time-interval his­
tograms divided by the net number of identified ions. 
At this experiment , the half-lives of other neutron­
rich isotopes 27,29F, 29 ,30 Ne and 31 ,32 ,33Na were reex-
amined. The measured results of these half-lives are 
shown in Table 1. 
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Fig. 1. Time-interval histogram for 31,32 Ne. The solid line 
is a likelihood fit with sum of two exponential functions. 
The dashed and dotted lines are drawn as parent and 
daughter components, respectively. 

Table 1. Experimental half-lives in milliseconds. 

Nuclei T I/2 [ms] 
(A,Z) This work Tarasov6) Table'977) 
27F 4.9 ± 0.2 5.3 ± 0.9 
29F 2.6 ± 0.4 2.4 ± 0.8 
29Ne 15.6 ± 0.5 15 ± 3 200 ± 100 
30Ne 5.8 ± 0.2 7±2 
3INe 3.4 ± 0.8 
32Ne 3.5 ± 0.9 
3INa 19 ± 4 18 ± 2 17.0 ± 0.4 
32Na 11.5 ± 0.8 13.2 ± 0.4 
33Na 8.5 ± 0.4 8.2 ± 0.4 
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[208Pb(56Ni,56Ni ,)208Pb, Coulomb excitaion, Deduced B(E2) ] 

Recently, Coulomb excitation at several tens MeV /u 
has been studied using unstable beam. 1,2) From the 
spectroscopic point of view, the electromagnetic exci­
tations are properties useful in studying basic struc­
tures of the nuclei. We studied Coulomb excitation of 
the N rv Z rv 28 nucleus such as 56Ni and 56Fe, using 
an unstable beam provided by the RIPS at Riken Ring 
Cyclotron Facility. 

A 208Pb target of 285 mg/cm2 thickness was set in 
the vacuum at the focal point of the RIPS, and was 
bombarded by a 56Ni beam with 800 particles s-l in­
tensity. Scattered 56Ni nuclei were detected by a ~E­
E silicon detector telescope placed at 35 cm from the 
target after passing through a 50 /-Lm thick mylar win­
dow. The detected charged particle was identified by 
the ~E-E method. The excitation to the 2+ state of 
56Ni was identified by measuring the ,-ray deexcita­
tion of the 2+state in coincidence with the scattered 
56Ni particles. 

Fifty-six NaI(TI) scintillators were placed around 
the target to detect the, rays. Each scintillator crys­
tal is of 6 cm square rod with 12 cm in length, coupled 
with a 5.1 cm ¢ photomultiplier tube. Their energy 
resolution was typically 7.5% for the 662 keV , ray. A 
0.5 mm thick plastic scintillator was placed in front of 
the silicon detector telescope to obtain a timing sig­
nal providing the coincidence condition with the ,-ray 
detector. Lead blocks with 20 cm thickness shielded 
the NaI(TI) detectors from the spurious, rays due to 
nuclear reaction in silicon detector. 

Figure 1 shows the ,-ray spectrum for the 56Ni + 
208 Pb inelastic scattering after the doppler shift correc­
tion. As clearly seen in the spectrum, a single photo­
peak at the 2.7 MeV corresponding to the 2+ -7 0+ 
transition has been observed. The total full-energy ef­
ficiency was calculated by a simulation code GEANT. 
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Fig. 1. Doppler-corrected spectrum for ,-ray energy emit­
ted from the inelastic scattering 56Ni + 208Pb measured 
by NaI(TI) counters. 

The excitation cross section was obtained to be 212 ± 
13 mb. An experimental deformation parameter f3c 
was extracted by comparing the predicted cross sec­
tion, which was calculated by a coupled channel code 
ECIS88, with the experimental one. Since this param­
eter f3c is directly related to B (E2), The parameter 
f3c is related to B(E2) by f3c=47rVB(E2)/3ZR2e, a 
B(E2) value for the 56Ni 2+ excitation was obtainable. 
The result, B(E2 : 0+ -7 2+) = 580±70 e2fm\ agrees 
with the value deduced from an analysis of the 56Ni + 
P inelastic scattering3) within experimental errors. 
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[ 
~UCLEAR ~,EACTIONS: 181Ta(40 Ar,X), E(40 Ar) = 94A MeV; Measured 1 
YIelds of the Isotopes of B, C, N, 0, F, Ne, Na, Mg, Al and Si 

The projectile fragmentation has been one of the 
main methods for the production of radioactive beams. 
It was reported that the yields of the neutron-rich iso­
topes by a 44A Me V 48Ca beam have a strong depen­
dence on the N / Z ratio of the target; the 181Ta target 
provides larger yields than 9Be and 64Ni targets in the 
extremely neutron-rich region, if one uses the energy­
loss-equivalent production targets. 1) However, the pre­
diction of the fragment yields by INTENSITY code,2) 
which is based on production cross sections given by an 
empirical formula EPAX,3) does not include such tar­
get dependence and overestimates yields.4) Therefore 
we have investigated the fragment yields in the 40 Ar + 
181Ta reaction, and we found the best-fit parameter(U) 
for this specific reaction under the EP AX formalism. 

A 94A Me V 40 Ar beam accelerated by the RIKEN 
ring cyclotron was incident upon a 623mg/cm2 181Ta 
target. The reaction products were analyzed by the 
RIPS spectrometer. 5) The magnetic rigidity of RIPS 
was varied in steps in the range 3.02 ('..) 4.52 Tm to cover 
2.8 :S A/Z :S 4.2 nuclei. A 2.0 mm thick plastic scin­
tillation counter (PL) and three 0.5 mm thick surface­
barrier silicon detectors were set at the first achro­
matic focus of the RIPS (F2). Particles were identified 
event-by-event by measuring the time-of-flight (TOF) 
and the energy loss (.6.E). The TOF of each fragment 
over 21.3 m flight path between the target position and 
F2 was determined from the difference of timing sig­
nals between RF signal of the cyclotron and the PL. 
The .6.E was independently determined using three sil­
icon detectors. The measured values of TOF and .6.E's 
were combined to identify the proton number( Z) and 
the mass number(A). By using the transmission cal­
culated by the INTENSITY, we deduced the produc­
tion cross sections from measured yields for the iso­
topes: 19B, 17- 20 C, 20- 23N, 19-240, 21- 29 F, 24-32Ne, 
27- 33 Na, 30- 35Mg, 33-36 AI, and 36Si, as shown in Fig. 
1. In analysis, we chose the B p setting for each nucleus 
to have the best transmission. 

To describes the yield distribution as the functions 
of A and Z of the fragments, the following empirical 
formula was used in the EP AX, 

a(A, Z) = Y(A) N exp( - R I Zp - Z I
U

). 

The first term Y(A) gives the mass yield and the sec­
ond term describes the Z distribution of the cross sec­
tions around the most probable charge (Zp) in each 
isobar. The parameter U, which specifies the width 
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Fig. 1. Production cross sections in the 40 Ar + 181Ta re­
action. The dotted line and solid line are calculated by 
using EPAX3
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and shape of the Z distribution of cross sections, is 
fixed by 1.5 for the neutron-rich side in the EPAX.3) 
However, it was reported in the 40 Ar + 9Be reaction 
at 93.6A MeV that the parameter U = 1.7 gives a bet­
ter description of the fragment yields.6) In the present 
experiment, we have found that the parameter U = 1.6 
describes the yields in the 40 Ar + 181 Ta reaction best, 
as shown in Fig. 1. The present result as well as the 
result from Ref. 6 shows that the parameters in EPAX 
depends on the beam and target combination. It may 
also indicate the beam energy dependence of a(A,Z). 
Further accumulation of production cross sections un­
der the various projectile-target combinations at vari­
ous beam energies is necessary. 
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[Nuclear magnetic moment, 129Xe solid stopper] 

Measurements of nuclear moments provide useful in­
formation in the st udy of microscopic structure of nu­
clei far from stability.1-4) In such experiments, spin po­
larization of the objective nuclei plays a key role. We 
have proposed a new method to produce the spin polar­
ization, which comprises an implantation of unstable 
nuclei into a highly polarized stopper and subsequent 
transfer of the host nuclear polarization to unstable 
nuclei through dipole-dipole interaction. As a polar­
ized stopper , we are developing a polarized 129Xe solid 
for which a large spin polarization as well as a long 
relaxation time can be attained.5) 

The 129Xe nuclear spin can be polarized by spin ex­
change with an optically polarized Rb atom. A cylin­
drical glass cell, 4 cm long and 2 cm in diameter, is 
filled with an enriched (79.2%) 129Xe gas of a par­
tial pressure PXe, a N2 gas of 100 Torr, and a small 
amount of Rb vapor. The cell has a rectangular part 
(8 x 20 x 2 mm3 ) at the bottom, which thermally con­
tacts with the surface of a liquids nitrogen vessel. The 
inner surface of the cell is coated with SurfaSi16) in 
order to reduce the spin relaxation rate r w( = l/Tw) 
due to the collision ofaXe atom with the cell wall. 
The cell is illuminated by a circularly polarized light 
from two 15-W AIGaAs diode lasers. We made several 
cells with the surface coating, among which some ex­
hibited relaxation times as long as Tw ~ 24 min. The 
maximum 129Xe gas polarizations (Pgas ) thus obtained 
were Pgas = 11% at 800 Torr and Pgas = 5.6% at 2400 
Torr.7) They were then cooled down to about 80 K in 
a liquid nitrogen. 

Within 10 min after the cooling was started, about 
1/3 (80 mg) of the 129Xe gas condensed into a solid. 
Typical polarization measured for such a solid was 
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Psolid = 1%, amounting to about 1/4 of the gas-phase 
polarization, measured before freezing. A possible ex­
planation of this relatively large loss of polarization 
during the freezing process is the relaxation in gas 
phase because of the relatively long condensing time. 
The relaxation time T1 of the polarized solid was mea­
sured under 10 to 60 mT. The longest value T1 '" 25 
min was observed at the highest field strength 60 mT. 
According to literature,5-8) T1 '" 25 min implies that 
the solid was at around 120 K. T1 '" 160 min would 
be achieved by lowering the temperature of the solid 
to about 77 K. 

Our experimental result for a polarized solid 129Xe 
suggested that the problems of large polarization loss 
during freezing and of short T1 in solid would be solved 
by cooling to a lower temperature and in a shorter 
time. In order to realize these, we made a slight change 
in the setup improving the heat contact between the 
cell and the liquid nitrogen vessel. As a result, al­
most the entire part of 2400 Torr ('" 240 mg) of 129Xe 
gas condensed within 5 min after liquid nitrogen was 
poured into the vessel. We expect that the polarization 
loss and T1 will be much improved in this condition. 
The measurements are in progress. 
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Coulomb Dissociation of 8B at 254 MeV lu 
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J. Speer,*3 B. Blank,*4 C. Marchand,*4 M. S. Pravikoff,*4 S. Czajkowski,*4 
R. Kulessa,*5 W. Walus,*5 T. Motobayashi, T. Teranishi, and M. Gai*6 

The 7Be(P,r)8B reaction at low energy is of cru­
cial importance for predicting the high-energy solar­
neutrino ft.ux relevant to the "solar neutrino problem", 
defined as a serious discrepancy between the measured 
and predicted neutrino ft.uxes'!) 

Recently, Motobayashi et al. succeeded to measure 
the 7Be(P,r)8B cross section at EC.M. = 600-1700 keV 
from the Coulomb dissociation of 8B into 7Be and 
proton at E(8B) = 46.5 MeV /u.2) The result demon­
strated that the Coulomb dissociation process is an 
alternative method for studying the 7Be(p,r)8B reac­
tion. However, for more precise measurement of the 
7Be(P,r)8B cross section, experimental information on 
E2 and M1 admixtures to the dominant E1 amplitude 
is desired. 

We have studied the Coulomb dissociation process 
at E(8B) = 254 MeV lu to extract information on the 
M1 admixture experimentally, and to obtain the (P,r) 
cross section at low center-of-mass energies down to the 
100 ke V region with a higher statistical accuracy. A 
radioactive 8B beam provided by the fragment separa­
tor at GSI impinged on an enriched 208Pb target with a 
thickness of 200 mg/cm2 . The reaction products, 7Be 
and proton, were analyzed by the Kaon Spectrome­
ter (KaoS)3) which has a large momentum acceptance 
(tlp I p ~ 200%). For track reconstruction of the two 
charged particles, 7Be and proton, before entering the 
KaoS magnet, two sets of two-dimensional position­
sensitive device were installed at approximately 14 and 
31 cm downstream of the target. Each device con­
sisted of x- and y-projection silicon micro-strip detec­
tors. Each micro-strip detector had a thickness of 300 
11m, an active area of 56 x 56 mm2, and a strip pitch 
of 0.1 mm. This configuration enabled us to measure 
emission angles with an accuracy of 0.9 mrad, as well 
as vertex points of the two charged particles. By us­
ing the vertex information, a large amount of back­
ground events produced in the matters other than the 
target was eliminated. The particle's momenta were 
analyzed by trajectory reconstruction in the KaoS by 
using position information from the strip detectors and 
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*3 Universtiit Marburg, Germany 
*4 CEN Bordeaux, France 
*5 Jagellonian University, Poland 
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two multi-wire proportional chambers (MWPC; one 
for proton and the other for 7Be) placed at approx­
imately the focal plane of the KaoS. Thirty plastic 
scintillators were placed just behind the MWPC's for 
producing trigger conditions to the data acquisition 
system. 

The p-7Be coincidence yields are plotted in Fig. 1 as 
a function of p-7Be relative energy. The solid (dashed) 
histogram represents the E1 + Ml (pure El) yield esti­
mated by Monte Carlo simulations. The continuum­
El and resonant-Ml direct-capture cross sections mea­
sured by Filippone et a1. 4) and Vaughn et a1.5) were 
used in the simulations. The cross sections are renor­
malized with the resonant 7Li( d,p )8Li cross section, 
157 ± 10 mb. The shape and magnitude of the experi­
mental energy dependence are fairly well-described by 
the simulated results. Because of low background con­
dition, the 7Be(P,r)8B cross sections at 150- 2950 keV 
are expected to be determinable from this experiment. 
Further analysis is in progress. 
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Fig. 1. The p-7 Be coincidence events plotted as a func­
tion of relative energy shown by filled circles. The solid 
(dashed) histogram represents the E1+M1 (E1) ampli­
tudes predicted by Monte Carlo simulations. 
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[ 
NUCLEAR REACTIONS; 40Ar+Be, E", 1 A GeV; Secondary beams; 1 
OJ e7 ,19B, 12-20C, 14-23N, 16-240 + C) 

The recent development of radioactive nuclear 
beams provides new measurements of the radii of un­
stable nuclei at the relativistic energy.1,2) It is impor­
tant to extend the measurement of interaction cross 
sections (01 's) and the determination of radii, so that 
we can view the isotope, isospin, and energy depen­
dences of the radii over a wide region in the nuclear 
chart. The above systematics over a wide region makes 
it possible to search for the new nuclei having an 
anomalous structure, such as a halo and/or skin. 

We have measured the OI'S for light neutron rich 
nuclei, so called p-sd shell region, by using FRag­
ment Separator (FRS) facility at GSI. Figure 1 shows 
the schematic view of the FRS and our experimental 
setup. The setup was almost identical to the previous 
experiment,2) except for using Time Projection Cham­
bers (TPC 's) developed at Comenius University in Slo­
vak Republic,3) instead of the conventional MultiWire 
Proportional Chambers (MWPC's). .. __ c_oo_~ 

J--Q } . l ",0 -.-\ #0-11-0 " 
..oAr primary beam 

F2 

I Plastic scintiUaton I TPC 

~ 
I Collimator MUSIC 

~ 

Fig. 1. Experimental setup at FRS in GS1. 

The secondary beams of radioactive isotopes 17,19B, 
12-20C, 14- 23N, and 16-240 were produced through 

*1 GSI, Darmstadt, Germany 
*2 Kurchatov Institute, Moskow, Russia 
*3 Comenius Univ., Bratislava, Slovak Republic 

the projectile fragmentation of an 40 Ar primary beam 
(approximately 1 A GeV) accelerated by the heavy-ion 
synchrotron (SIS) at GSI. The secondary beams pro­
duced in a Be target located at the entrance of FRS 
were separated by their rigidities at F1, then guided 
to reaction targets located at F2. Individual nucleus 
was identified by its Time Of Flight (TOF) (between 
Fl and F2) and dE/dx. The aI 's were measured by 
means of a transmission method with carbon (C) reac­
tion targets at a mean energy of around 950 A MeV. 
Two kinds of reaction targets different in thickness 
(one ",5.5 g/cm2 and another ",11 g/cm2) were used 
in order to estimate systematical errors for the mea­
surements. 

Downstream of the reaction targets, non-interacted 
nuclei were guided through F3 to F4. These nuclei were 
identified again by their TOF (between F2 and F4) and 
dE/dx. Now that we measured the non-interacted nu­
clei at F4, we need to know the transmission of the 
non-interacted nuclei from F2 to F4. The transmis­
sion depends on the position and direction of the nuclei 
at F2. Thus, in order to measure them at F2 event­
by-event, we put two TPC's upstream of the reaction 
targets, that served X and Y positions and the direc­
tions for the nuclei. We also put an additional reac­
tion target (a ",2.3 g/cm2 thick C) at F4 and measured 
dE/dx after the target. By this setup we have simul­
taneously measured the charge changing cross sections 
at F4, which can give the maximum size of the charge 
matter radii. 4) 

Analysis is now in progress. 
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Electron Capture in Collisions of H+ Ions with S Atoms 
and Its Reverse Process below keY-Energies 

M. Kimura, T. Watanabe, H. Sato, 1. Shimamura, J.-P. Gu,* G. Hirsch,* and R. J. Buenker* 

The distribution of ionic states of atomic elements 
provides important information for diagnoses of the 
ionic structure in the interstellar gas, solar corona, 
and planetary nebulae. 1) Also, it is essential in de­
signing and operating controlled thermonuclear fusion 
devices based on the confined hot plasma. 2) Standard 
models which describe forbidden lines of neutral car­
bon and sulfur underestimate the intensities of the ob­
served [C I] and [S I] lines, and it has been proposed 
that inclusion in the models of charge transfer reac­
tions with atomic hydrogen may account some parts 
of the discrepancies,3) i.e., 

(i) ground atom: 

H+ + S(3 p) ~ H + S+(2 P ) + 0.198 eV 

~ H + s+ (2D) + 1.397 eV 

(ii) excited atom: 

H+ + S(lD) ~ H + s+ep) + 1.343 eV 

~ H + S+(2D) + 2,542 eV 

(iii) capture by S+ ions: 

(la) 

(lb) 

(2a) 

(2b) 

S+(4S) + H ~ S(3 p) + H+ - 3.238 eV (3) 

Butler and Dalgarno4) estimated the capture rate 
coefficient at a temperature of 1 x 104 K and found 
that the process is slow with a rate coefficient of the 
order of less than 10-15 cm3/s. To the best of our 
knowledge, there is no rigorous experimental attempt 
to study the capture process of this system at low to 
intermediate energies, and capture cross sections are 
needed urgently. 

In present, the ab initio potential curves and nona­
diabatic coupling matrix elements for the HS+ system 
are obtained from multireference single- and double­
excitation configuration interaction (MRD-CI) calcu­
lations employing a relatively large basis set. A semi­
classical molecular orbital expansion method with a 
straight-line trajectory of the incident ion was em­
ployed to study the collision dynamics below 10 keY. 
A set of first-order coupled equations was solved nu­
merically to obtain scattering amplitudes for transi­
tions . The molecular states included in the dynamical 
calculations are the three sets of states as shown in 
Fig. 1: (i) triplets; [H + S+(2P)] (1 3E+, 2 3II) and 
[H + S+(2D)] (2 3E-, 1 3II) states for electron cap­
ture from the initial ground states [H+ + Sep)] (3 
3E-, 3 3II), (ii) singlets; [H + S+ (2P)] (1 1 E+, 2 III) 
and [H + S+(2D)] (1 Ill) states for electron capture 
from the initial excited [H+ + SeD)] (2 1 E+, 3 1 II) 
states, and (iii) the molecular states included for the 
rH + S+(4S)]. c?~lision system are: [H + S+i4 S)] (1 
3E-) for the InItial, and [H+ + Sep)] (3 3E ) state 
for charge transfer, and [H + S+eD)] (2 3E-) state 
for excitation. 
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Fig. 1. Electron capture cross sections for the H+ + Sep) 
collisions. Solid circles represent the S+ eD) formation 
and open circles are for the S+ ep) formation. 

The spin-averaged electron capture cross section 
from the ground state S(3P) atoms by H+ impact is 
illustrated in Fig. 1, as an example. A few interesting 
features are seen, and they include: (i) both electron 
capture cross sections to the [H + S+ (2P)] and [H + 
S+(2D)] states increase rapidly as the collision energy 
increases from 10 eV, with a slightly larger magnitude 
for the [H + S+(2P)] formation, (ii) the cross sections 
to these two states show slight out-of-phase oscillatory 
structures at intermediate energies from 30 e V to 2 ke V 
region, indicating rather strong interference between 
these two channels, (iii) above 3 keY, the electron cap­
ture to [H + S+(2D)] becomes dominant in magnitude 
over that of [H + S+ep)), even though the asymp­
totic energy defect is larger. This is because the E - E 
radial coupling between the initial and 2 3E- state be­
comes more effective in this energy domain, resulting 
in a larger flux population in the E state, and (iv) the 
[H + S+(2P)] state formation begins to show a slight 
decrease beyond E = 2 ke V because of the less effec­
tive II - II radial coupling being the sole driving force 
in this energy region. Between 0.2 and 1.0 keY, both 
cross sections are similar in magnitude and in energy 
dependence, causing a strong mixing between the two 
channels, and their magnitudes are found to exceed the 
value of 10-16 cm2., 
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Theoretical Attempt for Double Ionization of Helium 
by Energetic Charged-Particle Impact 

Y. Kawabata,* K. Hino, N. Miyashita,* S. Watanabe, and M. Matsuzawa 

[Double ionization of helium] 

We report the present status of the investigation un­
derway in our group on the double ionization process 
of a helium atom due to impact of energetic charged­
particles such as proton, anti-proton and other various 
multiply-charged ions. A great deal of attention was 
paid about a decade ago on the experimental evidences 
for significant roles of the electron correlation effect of 
helium during the dynamic processes, resulting marked 
differences between cross sections by proton impact 
and those by anti-proton impact. While there were a 
number of follow-up studies from both theoretical and 
experimental sides, the deeper understandings are still 
required. Most of theoretical works rely just on per­
turbation approximations based on the independent­
particle models for double-continuum states of helium 
and are thus incapable of providing quantitative un­
derstandings of the processes. (Although only the so­
called forced impulse approximation well reproduces 
the relative values of the observed quantities, its pre­
dictions for the absolute values considerably under­
estimate the experimental results and its theoretical 
structure seems vague and complicated.) Aside from 
a theoretical framework of how to deal with the colli­
sion dynamics, the way of incorporating the substantial 
electron correlation interactions with the target wave­
functions of double continuum dominates the qualities 
of theory for the problem. 

Our basic strategy is the full employment of the hy­
perspherical coordinate method for incorporating the 
things mentioned above effectively into theory. It 
has resulted a great success in reproducing the mea­
sured cross sections of the electron-emission spectra 
due to autoionization from lower-lying doubly-excited 
states of helium caused by proton impact. 1) Here, 
the continuum basis functions introduced in the close­
coupling (CC) equations for the time-propagation of 
collision dynamics were the accurate eigenfunctions of 
the helium autoionizing states, and they are discretized 
suitably based on the wave-packet description. For 
the double ionization processes, however, such frame­
works encounter numerical difficulties that the enor­
mous number of basis functions would be needed to 
express the double continuum states accurately, which 
are composed of infinite numbers of open channels, 
up to the relatively higher-energy region of emitted 
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electrons. Thus the resulting CC equations seem in­
tractable. 

In order to remedy these problems, the follow­
ing manipulations will be adopted. First of all, in­
stead of using as basis functions the exact wave func­
tions of helium for continuum states, as done in the 
above-mentioned autoionization spectra, an advantage 
is made of a more tractable set of discrete eigenfunc­
tions of a model Hamiltonian, which provides the hy­
perspherical adiabatic potentials with the infinite bar­
riers artificially placed at a relatively large distance. 
The discrete variable representation2) is suitable for 
constructing the wave functions of the model Hamilto­
nian. These wavefunctions remain well-correlated. It 
is also expected that they serve to reduce, to some ex­
tent, the number of basis functions to be incorporated 
into the CC equations, since only a single wave func­
tion is assigned to each grid of energy spectra, differing 
much from the real wave functions adopted before. 

However, neither the basis functions fabricated here 
nor the obtained coefficient vectors of the CC equations 
satisfy the correct scattering boundary conditions for 
ionizing states. This is a price for the present manip­
ulation. In order to satisfy the conditions properly, we 
enforce the operation of projecting on the coefficient 
vectors a complete set consisting of wave functions of 
a real helium rather than a model helium, which al­
ready satisfies the suitable boundary conditions. This 
procedure is equivalent to transform the coefficient vec­
tors by the over lap matrices between wavefunctions 
of real Hamiltonian and those of the model one, al­
though the matrices are not always unitary. The ab 
initio calculations of double ionization cross sections 
of helium induced by the impact of charged-particles 
are in progress along this direction. 

One of the authors (K. H.) acknowledges the fi­
nancial support by Matsuo Foundation to the present 
work. 

References 
1) T. Morishita et al.: Phys. Rev. A 53, 2345 (1996), and 

other references therein. 
2) A. S. Dickinson and P. R. Certain: J. Chern. Phys. 49, 

4209 (1968). 



RIKEN Accel. Prog. Rep. 31 (1998) 

Superexcited States of the Hydrogen Molecule 

S. Uramoto, H. Sato, and I. Shimamura 

Doubly excited states of molecules play an impor­
tant role in various phenomena such as photoioniza­
tion, photo dissociation, and dissociative attachment 
and vibrational excitation in electron collisions with 
molecular ions. In other words, these processes can 
occur through doubly excited states, which often leads 
to fine structures in the cross sections as a function of 
energy. Many calculations and experiments have been 
performed for doubly excited Rydberg series of su­
perexcited states of the hydrogen molecule H2 . These 
states lie above the ionization threshold, and the Ryd­
berg series converging to the 2pau (2p1T'u) state of Hi, 
which is the second (third) ionization threshold of H2 , 

are called Q1 (Q2) series. Unfortunately, the calcula­
tions of the higher members of the Q1 and Q2 series 
are scarce because of the computational complexity. 
The present work is devoted to such calculations in the 
Born-Oppenheimer approximation based on the Fesh­
bach projection operator. 

As for the molecular orbitals for these calculations 
of doubly excited H2 , we need both low-lying and high­
lying states of Hi. Bound-state calculations are nor­
mally performed by using the Slater-type or Gaussian­
type orbitals centered on each of the two nuclei as ba­
sis functions. For accurate calculations of high-lying 
states, however, these basis functions are physically 
inappropriate and computationally inconvenient, caus­
ing a linear dependence if many of them are to be in­
cluded in the basis set. To remedy this difficulty we 
have used a set of orthogonal functions involving So­
nine polynomials and centered not only on the nuclear 
positions but also on the center of mass of the nuclei. 
In other words, we have used three-center functions. 

The calculated potential energy curves 1sag and 
6da 9 of Ht are compared quite favorably with the ex­
act numerical results in Fig. 1. Figure 2 shows some 
doubly excited Q2 states 1 ~t (i) (i = 1 - 5) of H2 
calculated by using nag, nau , n1T'i, n1T';, n8i, n8; 
(n = 1 - 10) orbitals. The lowest of these states was 
calculated by Guberman1) by using a less elaborate 
trial function than the present work, but the agreement 
with the present result is reasonable. Calculations of 
higher states are not found in the literature. 
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Fig. 1. Potential energy curves, including the nuclear 
repulsion term, of the IsO' 9 and 6dO' 9 states of Ht. 
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Fig. 2. Calculated potential energy curves of the five 
lowest members of the doubly excited superexcited Q2 
states 1 Et (i) (i = 1-5) of H2 . The result for the lowest 
state is compared with Guberman's results. 1) 
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Theoretical Study of Electron Scattering from CH2F 2 Molecules 

T. Nishimura 

Here we report our theoretical work on the vibra­
tionally elastic scattering of electrons from CH2F 2 

molecules (C2v point group). This is an extension of 
our previous work on the electron-molecule collision 
system. I) No elaborate study for this system has been 
published so far. In a practical point of view, the data 
of the e+CH2F 2 system are in great demand because 
of the application to the plasma processing in the semi­
conductor industry. 

The present calculation is based on the fixed-nuclei 
approximation. In order to properly consider the 
molecular symmetry, the wavefunction of scattered 
electron F is expanded in terms of the symmetry­
adapted angular basis functions Xl as follows: 

F(r) = ~ L ftv (r) Xl(f), 
r 

lv 

(1) 

where r denotes the position vector of the incident elec­
tron. The index lJ stands for indices collectively speci­
fying an irreducible representation (lR) and those dis­
tinguishing the degenerated members of the same land 
IR. The interaction between an electron and a target 
molecule is represented by a local potential, which is 
constituted of the electrostatic, electron exchange and 
correlation-polarization terms. All of the terms depend 
only on the electron density of the target molecule. In 
a manner similar to Eq. (1), the interaction potential 
V is expanded as 

V(r) = L V,\J.L (r) Xf(r). (2) 
,\J.L 

Then, the radial part f (r) in Eq. (1) satisfies a set of 
coupled differential equations: 

{ 
~ _ l(l + 1) k 2 } J ( ) 
d 2 2 + lv r r r 

= 2 L (llJIVll'lJ') Jl'v,(r), (3) 
l'v' 

where 

(llJIVll'lJ') = J df Xr*(r) V xv' (r). (4) 

By solving Eq. (3) with an appropriate boundary 
condition, we obtain the scattering matrix. Since 
differential cross section (DCS) represented by the 
partial-wave expansion converges very slowly for a po­
lar molecule, the Born-closure formula I ) is employed to 
sum over the higher partial waves. The contribution 
from these partial waves to the resulting DCS is dom­
inated by the electron-dipole interaction. The dipole 
interaction can be calculated by means of the first Born 
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formula which involves in · the rotational state of the 
target molecule. 

The present calculation of the target wavefunc­
tion was made at an equilibrium geometry. In or­
der to obtain the electron density of molecule, we 
used the molecular orbital code GAMESS2) in the self­
consistent-field approximation. In the expansion of Eq. 
(2), we retained the terms up to A = 40. The cou­
pled equations (3) were solved with inclusion of partial 
waves up to l = 20. The DeS was calculated in the 
region of the collision energies from 5 to 30 e V . 

Figure 1 shows the DeS at 20 e Vasa representa­
tive result. The agreement between the theory and the 
experiment3) is generally good. It should be noted that 
the DCS has a very sharp peak in the forward direc­
tion, which makes it difficult to extrapolate the mea­
sured DCSs toward the forward direction. The present 
DCS would be helpful in compensating the uncertainty 
of the experimental data. In order to obtain the rele­
vant integral cross sections (leSs) theoretically, how­
ever, the rotational-state population should be taken 
into account, especially in the case of a polar molecule 
due to the strong dependence of the forward scatter­
ing caused by the dipole interaction on the IeS. The 
calculation of the leSs is under way. 
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Fig. 1. Differential cross section (in 10-16 cm2 sr- 1
) for 

the elastic scattering of electrons from CH2 F 2 at the 
collision energy of 20 eV. The present calculation (full 
curve) is compared with the experiment by Masai (filled 
circules with error bars). 3) 
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Fluorination Effects in Electron Scatterings from 
CH4 , CH3F 1 , CH2F2 , CH1F3 , and CF4 

H. Tanaka,* T. Masai,* M. Kimura, T. Nishimura, and 1. Shimamura 

Due to basic interests of their own fundamental na­
tures of molecular electronic structure and scattering 
process as well as vast applications in plasma chem­
istry and material sciences, a study on the elastic and 
inelastic processes of electron scattering from methane 
and fluoromethanes (CH4 , CH3F I , CH2F2 , CHIF 3, 
and CF4 ) has become increasingly important in recent 
years, and thus has attracted a great deal of interests. I) 
Comparative studies of electronic structure and scat­
tering process from CH4 to CF4 by replacing a H atom 
in a methane molecule with a F atom would provide 
much deeper insight for basics of atomic and molecular 
physics in hydrocarbons and their dynamical interac­
tion mechanisms. Furthermore, a set of cross section 
data for electron scattering from partially fluorinated­
methane gases are urgently needed in plasma process­
ing, material sciences and earth sciences since these 
molecules, which have a shorter-life time than that of 
the CF4 in the atmosphere, are considered to be "envi­
ronmental acceptable, next generation plasma process­
ing gases". 2) Although there have been earlier stud­
ies for these systems by using the electron energy-loss 
techniques to identify electronic states3) as well as by 
theoretical approaches for CH4 and CF4 . 4) However, 
no complete study based on electron scattering elastic 
differential cross sections (DCS 's), important objective 
for a detailed and high-precision study, has been car­
ried out to date to the best of our knowledge. There­
fore, as a series of studies , we have initiated the present 
joint experimental and theoretical investigation for any 
signature of the fluorination effect in these molecules 
on DCS's in the energy range from 0.7 to 100 eV, which 
may possess wider potentials for further understanding 
of interactions and for possible application for molec­
ular structure analysis. 

Figure 1 presents an example of elastic DCS's ob­
served for all molecules at 30 e V. We tentatively clas­
sify the molecules treated here into two groups for the 
later discussion, (i) one for (CH4 and CF4 ); non-polar 
molecules, and (ii) another for (CH3FI ' CH2F 2 , and 
CH1F3); polar molecules. 

Salient features in the present results are summa­
rized here: (a) At 1.5 eV, DCS's for the class (i) show 
an increasing trend at small angles below 70° , while 
those for the class (ii) , i.e., all partially F -substit uted 
(polar) methanes, rapidly grow to result in strong for­
ward peaks: typical characteristics of the long-range 
interaction, (b) At larger angles above 100°, these two 
classes of molecules show again a deviation in DCS's 
causing less strong backward scattering for the class 
(i), (c) At 30 e V, the sharp forward peaking in DCS 's 
at small angle scattering below 50° is very similar to 
all molecules, indicating less effective dipole-effect at 
this energy, (d) Within each class of molecules, DCS's 
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Fig. 1. Experimental DCS's from CH4 , CH3 F 1 , CH2 F 2 , 

CH1 F3 , and CF4 molecules at the electron impact en­
ergy of 30 eV. 

are similar with respect to scattering angles at all ener­
gies, and all DCS's become more resembled (except for 
a structure near at 60°, as seen below) at higher ener­
gies above 20 e V, (e) The conspicuous shoulder begins 
to appear around 60°- 65° as each hydrogen is replaced 
by a fluorine atom, and the magnitude of the DCS at 
this angle is proportional to the number of F atom in 
a molecule: the fluorination effect, (f) At higher en­
ergies above a few 10 e V, the strength of the DCS 
show more complicated features and do not appear to 
depend strongly on molecular natures. Particularly, 
it shows much complicated trend for small-scattering 
« 50°) and large-scattering (> 100°) angles except for 
much higher energies where the magnitude of the DCS 
is in the order of the number of F atom, and (g) At 
above 30 eV, more undulations can be seen at small an­
gles , especially for those molecuies which contain more 
F atoms, suggesting the atomic (fluoride) effect due to 
the multiple scattering. 

In summary, we have carried out a joint experimen­
tal and theoretical study of electron scattering from 
CH4 , CH3F 1 , CH2F 2 , CH1F3, and CF4 molecules. We 
have found a prominent structure around 60° at inter­
mediate scattering energies, and this structure grows 
as the number of F atom in a molecule increases. The 
origin of this structure is a combination of a mixing of 
many partial waves and of a resonance due to unoccu­
pied molecular orbitals. 
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The Coupling of Electron Thermalization and Electron Attachment 
in CCI4 / Ar and CCI4 /Ne Mixturest 

K. Kowari, K. Leung,* and B. D. Shizgal* 

We study the time evolution of the electron nonequi­
librium distribution function from some initial distri­
bution under the influence of elastic and inelastic colli­
sions of electrons with the ambient gases, and electron 
attachment to some electronegative gas. We consider 
a mixture of either Ar or Ne and CC14 so that the 
collision processes to be considered are elastic electron­
inert gas and electron-CC14 collisions, vibrationally in­
elastic electron-CC14 collisions, and electron attach­
ment to CC14 . The inert gas moderators are chosen so 
as to have an example of a gas (Ar) with a Ramsauer­
Townsend minimum and a second moderator (Ne) for 
which the momentum transfer cross section is nearly 
constant with energy. 

The time dependent electron energy distribution 
function is obtained from the Boltzmann equation, 
and the energy relaxation times are determined. The 
steady average energy of the electrons can be above 
the ambient temperature of the moderators because of 
the effect of attachment heating. This effect was dis­
cussed by Shizgal1) except that inelastic collsions were 
neglected in that study. 

Kowari and Shizga12) extended this previous work to 
include vibrationally inelastic collisions as well. How­
ever, the portion of the attachment cross section below 
0.1 eV used in Ref. 2 does not coincide with the actual 
cross section for the system studied. The calculations 
are repeated in the present paper for the correct cross 
section,3) and the results are reinterpreted. Both cross 
sections are shown in Fig. 1. We use the attachment 
cross section above 0.1 eV given by Hayashi. 4) The 
time dependence of the average electron energy for the 
two attachment cross sections is shown in Fig. 2. 

Warman and Sauer5) reported an experimental tech­
nique to determine the energy relaxation rate coeffi­
cients and the relaxation times in pure inert gases and 
other moderators by following the reaction kinetics of 
electron attachment to CC14 . In this paper, we study 
the validity of the analysis used by Warman and Sauer 
to extract relaxation times from the electron kinetics 
assosiated with attachment. We compare the relax­
ation times extracted from the electron kinetics with 
those determined directly from the relaxation of the 
average energy. We also compare with the very recent 
measurements by Shimamori and Sunagawa.6) 
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Condensed from the article in J. Chern. Phys. 108, 1587 
(1998) 
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Fig. 1. Electron attachment cross section, e-CCI4: (a) 
cross section used by Kowari and Shizgal, (b) cross sec­
tion used in the present work. 
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Fig. 2. Time variation of the average energy, CCl4 in 
Argon with all collision processes included, XCCl4 = 
5 X 10-6

. (a) Results for the attachment cross section 
used by Kowari and Shizgal, Fig. 1(a). (b) Results for 
the attachment cross section used in the present work, 
Fig. l(b). 
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Resonances in Ps- System 

A. Igarashi and 1. Shimamura 

The positronium negative ion Ps- (e- e- e+) is a spe­
cial system where three particles with the same mass 
are interacting via Coulomb forces. It is also an inter­
mediate three body system between the atomic limit 
H- and the molecular limit Ht. Even in H-, some 
of the resonance states, where two electrons are ex­
cited simultaneously, exhibit a spectrum similar to the 
rotational-vibrational spectra of molecules. Therefore, 
it would be quite interesting to see the resonance struc­
tures in Ps -. However, many resonances are still to be 
calculated for the higher partial waves. 

For the resonances in the Ps - system, continuous 
efforts have been made by Ho and Bhatia1} with the 
complex rotation method for high-lying resonances as­
sociated with the Ps(N :S 6) thresholds for the total 
angular momentum L :S 2. References to the pub­
lished results on the resonances in Ps - can be found 
in the recent review by Ho.2) 

We have calculated the resonance parameters of Ps­
associated with the Ps(N = 2,3) thresholds for partial 
waves L :S 5. We have employed the hyperspherical 
close-coupling method for the scattering calculation of 
e- + Ps. 

To specify the channels by which resonances are sup­
ported, we label them N(K, T)A 25+1 LIT after Ref. 3. 
Here we show in Table 1 just the resonance parameter 
for the lowest N = 3, (K, T)A resonances in each sym­
metry to compare them with the results in the com­
plex rotation method; the agreement is generally good. 
Some of the resonances are found new in the present 
work. From Table 1, we see that resonance energies 
with the same (K, T)A become shallower for larger L 
and that those of the same (K, T =I- O)A and L but 
different parities are almost degenerate. 

In the 3(2,0)+ rotor series, there is a resonance of 
the 3 HO symmetry, which is absent from H- reflect­
ing the shell structure of the atom. This additional 
rotor state manifest itself because Ps - is an interme­
diate system between H- and Ht. The 1 De 3(0,0)+ 
shape resonance calculated by the complex rotation 
method was not reproduced in the present calcula­
tion. The existence of this resonance seems to be subtle 
as is expected from the hyperspherical adiabatic po­
tential curve, since its width is quite large and since it 

Table 1. Energy E and widths r (in a.u.) of reso-
nances associated with the Ps(N = 3} threshold in 
Ps -. The shape resonances are distinguished from the 
Feshbach resonances by inspecting the adiabatic hyper-
spherical potential curves, and underlined in the table. 
a[b] = a X 1Ob

• 

Present Complex rotation 
Label 2S+1LTI E r "E r 
(2,0)+ 

lse -3.5338[-2] 7.6[-5] -3.5341[-2] 7.5[-5] 
3po -3.4868[-2} 6.1[-5} -3.4871[-2] 6.06[-5] 
IDe -3.3911[-2] 2.4[-5] -3.3914[-2] 2.36[-5} 
3Fo -3.2473[-2] 8.5[-5} 
Ice -3.0673[-2] 8.2[-5] 
3Ho -2.8527[-2] 5.6[-6] 

(2,0)-
3se -2.9368[-2] 2.1[-7] -2.9365[-2] 1.[-5] 
lpo -2.9212[-2] 1.5[-6] -2.9215[-2] 1.5[-6] 
3De -2.8906[-2} 2.9[-6] -2.8907[-2] 4.2[-6] 
IFo -2.8380[-2] 2.7[-5] 
3Ce -2.8046[-2] 4.4[-7] 

(1,1)+ 
lpo -3.1621[-2] 2.2[-4] -3.1622[-2} 2.21[-4] 
3pe -3.1626[-2] " 1.8[-4} -3.1631[-2] 1.79[-4] 
3De -3.0410[-2] 1.3[-4] -3.0411[-2] 1.32[-4] 
IDo -3.0434[-2] 7.3[-5] -3.0441[.:2) 7.2[-5] 
IFo -2.8696[-2] 4.0[-5] 
3Fe -2.8599[-2] 1.1[-5] 

(1,1)-
3po -2.8182[-2] 4.5[-6] 
lpe -2.8201[-2] 8.2[-9] 
IDe -2.7951[-2] 9.4[-7) 
3Do -2.7947[-2] 7.1[-7) -2.7949[-2) <1.50[-6] 

(0,2)+ 
IDe ~2. 7394[-2] 3.5[-4] -2.7400[-2] 3.2[-4] 
3Do -2.7452[-2] 3.2[-4] -2.7485[-2] 3.10[-4] 

(0,0)+ 
Ise -2.7741[-2] 7.0[-6) -2.7725 [-2J 4.2[-5] 
3po -2.720[-2) 5.4[-4J -2.725[-2] 4.60[-4) 
IDe -2.618[-2) " 2.04[-3) 

is located rather above the potential maximum. 
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Auger Transition Rates for Metastable States 
of the Antiprotonic Helium He+p 

V. 1. Korobov and I. Shimamura 

The recently measured time spectra of decay prod­
ucts after stopping of the antiprotons (15) in helium 
have clearly shown delayed components, and have re­
vealed the existence of extremely long-lived 15; about 
3% of the stopped 15 lived as long as a few microseconds, 
to be compared with a lifetime of some picoseconds for 
the most of 15. 1) These long-lived 15 states have been 
observed both in 4He and in 3He,2) but not in any 
other materials hitherto studied, and are considered 
to be due to a mechanism3 ) similar to that for long­
lived kaons and pions in helium already known from 
bubble-chamber experiments in the sixties.4) 

The scenario in the independent-particle picture is 
the following. Most of the 15 that stopped in helium 
in the process He + 15 -+ He+p + e- occupy highly 
excited orbitals in He+p with the principal quantum 
numbers n around 40. These 15 cascade down to 
the lower and lower orbitals by emission of an Auger 
electron, by radiative transitions, and by energy and 
angular-momentum transfer in collisions of He+p with 
ambient He atoms, thus eventually decaying into the 
intra-atomic encounter with the helium nucleus either 
in a low-n state or in a high-n, s-state. 

The long-lived 15 are considered to be those that 
are captured into high n, nearly circular states, for 
which both radiative and Auger transitions are slow. 
Accurate radiative rates were calculated previously,5) 
and were found to be of the order of microseconds for 
25 < n < 50. Thus, the Auger rates are crucial in dis­
tinguishing between long-lived and short-lived 15 and in 
determining the fraction of the former among all the 
stopped p. The Auger rates are also indispensable for 
the study of the whole cascade process. 

In the present work the rates of Auger transitions of 
antiprotonic helium 4He+p and 3He+p were calculated 

88 

by using a variational scattering method with an elab­
orate three-body trial function. The shift of the energy 
levels of these systems due to the coupling with Auger­
decay channels was also obtained from this calculation. 
Thus, an improvement was made over the previously 
calculated nonrelativistic energies. Together with the 
relativistic corrections calculated elsewhere,6) the the­
oretical transition wavelength between the states (n, l) 
= (37,34) and (38,33) of 4He+p (where l is the az­
imuthal quantum number), for example, was signifi­
cantly improved to be 713.593 nm, which agrees well 
with the experimental value 713.578 ± 0.006 nm. The 
calculated Auger lifetime of the level (38, 33) turned 
out to be 3.2 ps, which should be compared with the 
value 4.1 ± 0.2 ps deduced from the measured line 
broadening. Auger rates were calculated also using 
Fermi's golden-rule formula with a regular Coulomb 
function having no phase shift for the Auger electron. 
The results agree fairly well with the accurate varia­
tional results. 

Further details are reported elsewhere.7) 
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Fine and Quadrupole Structures of the Weakly Bound 
Systems [(dtIL)lldee] and [(ddIL)lldee] 

D. Bakalov,*l K. Bakalova,*2 V. Korobov,*3 H. J. Monkhorst,*4 and 1. Shimamura 

The study of the muonic molecules dtp and ddp is 
not only a central problem for the physics of muon cat­
alyzed fusion but also a challenge to the theory of few­
body problems, since it allows a very precise experi­
mental verification for the theoretical predictions. 1,2) A 
point of particular interest is the anomalously weakly 
excited bound states of dtp and ddp with orbital an­
gular momentum J jJ, = 1 and vibrational excitation 
quantum number v jJ, = 1. These systems are formed 
inside of larger six-body bound systems in the resonant 
reactions dp + D2 -+ [( ddp) 11 dee] * and tp + D2 -+ 
[(dtp)l1dee]* , in which the energy released is trans­
ferred to a rotational-vibrational excitation of the six­
body systems. 

The six-body system [(ddp) l1 dee]* can be consid­
ered as an excited st ate of the diatomic molecule D M, 
similar to the DT, in which a hypothetic point-like 
heavy nucleus M of the mass equal to the total mass 
of ddp is replaced by an ion (ddp) t1 ' Accordingly, the 
energy levels E [(ddjJ,)lldeej- of the six-body system can 
be represented in the form: 

E [(ddjJ, )lldeej- = E (ddjJ, )ll + E (DM)Jrv r + tlE. (1) 

Here, E(ddjJ,)l1 is the energy level of the isolated 3-body 
system (ddp)l1 , E (DM)Jr vr is the energy of the corre­
sponding excited state of the hydrogenlike molecule 
DM, and tlE is a "finite size" correction term due to 
the interaction of the constituents of ddp with the par­
ticles in D M other than M. The argument henceforth 
may be easily carried over to [( dtp) 11 dee] * . 

The complicated structure of the energy levels of 
E[(ddjJ,) l1 dee )- is due to the fine and hyperfine split­
tings of the Coulomb level E(ddjJ,) 11 ,3) to the rotational­
vibrational excitation spectrum of D M, and to the 
quadrupole splitting of the third term in Eq. (1), i.e., 
the finite size correction tlE.4- 6 ) 

In the present work we have considered these three 
contributions simultaneously for the first time, cou­
pling all relevant angular momenta in a proper way. 
We are basically following the approach developed ear-

*1 Institute for Nuclear Research and Nuclear Energy, Sofia, 
Bulgaria 

*2 Solar-Terrestrial Influences Laboratory, Sofia, Bulgaria 
*3 Joint Institute for Nuclear Research, Dubna, Russia 
*4 QTP, University of Florida, Gainesville, U.S.A. 

lier in Ref. 4, but we also take advantage of the pre­
cise numerical results of Refs. 5 and 6 for the matrix 
elements of the perturbation Hamiltonian. We have 
found that the "quadrupole splitting" of the energy 
levels of the six-body complexes E[(ddjJ,)lldee)Jrvr and 
E[(dtjJ, )lldeejJr vr has the same order of magnitude as 
the fine splitting of E(ddjJ,)ll and E(dtjJ,) 11 , as was found 
previously,4-6) and should certainly be taken into ac­
count in an appropriate way, when interpreting the ex­
perimental data on the resonant formation of muonic 
molecules. 

The quadrupole corrections preserve the general 
form of the hyperfine structures of (dtp) 11 and (ddp) 11 , 

but disperse its components quite significantly. For in­
stance, the three hyperfine states of (dtp)l1 with the 
total spin F of tp equal to 0, the total spin S of dtp 
equal to 1, and the total angular momentum Ja of dtp 
equal to 0, 1, and 2 lie within less than 0.2 meV, while 
the quadrupole interactions disperse them to nearly 3.5 
me V; similar dispersions occur for the other hyperfine 
levels too. As a result, formation rates shall be much 
smoother functions of temperature with much less pro­
nounced resonant peaks than originally predicted. 

Further details will be reported elsewhere. 7) 
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State-Selective Differential Cross Sections of Electron Capture 
in 10 MeV Ar8+-He Collisions 

T. Kambara, Y. Nakai, T. M. Kojima, V. Mergel, H. Schmidt-Bocking, and M. Kimura 

Dynamical processes have been studied for the 
single-electron capture in collisions of 1 0 MeV Ar8+ 
ions with He atoms: 

Ar8+(ls22s22p6) + He(ls2) 

--+ Ar7+ (ls22s22p6n l) + He+, (1) 

through a state-selective measurement of differential 
cross sections. The projectile Ar8+ energy corresponds 
to a velocity of 3.17 atomic unit (au). An Ar8+ ion 
has a neon-like electronic configuration where K and 
L shells are filled, and hence the electron can be cap­
tured to n = 3 or a higher orbital. The final-state 
selective differential cross section is related to the tran­
sition amplitude, and its measurement is useful for de­
tailed discussion of the collision process. However, only 
few measurements have been reported for the collisions 
between highly-charged heavy ions at energies higher 
than hundreds of keY lu because the projectile scat­
tering angles in these collisions are so small that their 
measurements are extremely difficult. In the present 
experiment, we have measured, instead of the projec­
tile scattering angle, all the momentum components of 
the recoil He+ ions applying the COLd Target Recoil 
Ion Momentum Spectroscopy (COLTRIMS)1,2) in co­
incidence with the projectile which captures one elec­
tron. From the momentum analyses we have obtained 
(1) the kinetic energy gain which corresponds to the 
final state of the captured electron, and (2) differential 
cross sections for these final states as a function of the 
transverse recoil-ion momentum which corresponds to 
the scattering angle. 

The experimental setup of the COLTRIMS at the 
RILAC was described previously.3) 

The resolution of the recoil-ion momentum was 
about 0.2 au in all the directions, which corresponds to 
a resolution of 17 e V in the binding energy of the cap­
tured electron, and of 0.9 microradian in the scattering 
angle. 

The final states of the captured electron in Ar7+ (nl) 
were clearly separated to the n = 3 state and the higher 
excited states from the longitudinal momentum of the 
recoil ions. The capture to the n = 4 state was ob­
served as a shoulder on the n = 5 state which was sep­
arated with Gaussian fittings. The electron capture 
predominantly occurs into the n = 5 excited state. 
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Figure 1 shows the differential cross section of single­
electron capture to the n = 3 - 5 states. The experi­
mental results of the differential cross sections are com­
pared with calculations of the close-coupling approxi­
mation based on a molecular representation.4 ) The ex­
perimental results are normalized with a common mul­
tiplication factor, so that the total yield summed over 
n = 3 - 5 states and integrated over the transverse 
momentum up to 4 au is equal to the corresponding 
theoretical value. The theoretical calculations agree 
reasonably well with the experimental results. 
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Fig. 1. Differential cross section of one-electron capture 
by 10 MeV Ar8+ ions into different final states with the 
principal quantum numbers n = 3 - 5. Symbols denote 
the experimental results and lines are the calculation 
results. 
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Beam Foil Spectra of Highly Charged Neon Ions 
in Visible Region 

K. Ishii, S. Kawae, T. Nakano, K. Ando, H. Oyama, and T. Kambara 

Beam-foil spectra of highly charged Ne ions at the 
energy of 0.4-1.0 MeV /amu were recorded in the re­
gion between 200 and 700 nm. Photons emitted from 
the Ne ion after its passage through a thin carbon 
foil were dispersed by a monochromator and detected 
by a liquid-nitrogen cooled CCD detector covering the 
wavelength range of about 80 nm. The comparison of 
the spectra recorded at two different energies has pro­
vided the charge state identification of the individual 
lines. 

Most of the intense lines are classified as transitions 
of high n, f levels in Ne V to Ne X, based on the cal­
culation of the hydrogenic term energies, the wave­
lengths and the transition probabilities for the Ryd­
berg transitions. 1,2) 

The lines between 370 and 390 nm were classified as 
1s22s7f-1s22s8f transitions in Be-like Ne VII. It was 
found that the transitions were split into f-components 
by the perturbation of the nearby lying doubly excited 
2pnf configuration to the 2s8f.3 ,4) 

In the present work of spectral line intensity decay 
measurement, we take a full advantage of the multi­
channel capability of the CCD detector. The decay 
data for all the lines in the region between 210 and 
290 nm were simultaneously recorded at forty-five dif­
ferent positions along the beam from the foil. The first 
ten positions were increased by 0.10 mm step size and 
the second ten by 0.20 mm. Thereafter, the step size 
was increased on a semi-Iogalithmic scale over a total 
distance of 324 mm. The majority of the lines show 
a multi-exponential decay characteristic of heavy cas­
cading effects that result from the yrast transitions. 

In Fig. 1, typical decay curves are displayed, where 
the intensity is normalized to unity · at its maximum. 
The lines numbered "a" through "f" reach to the max­
imum just after the foil position and decay in multi­
exponential nature. On the other hand, the lines num­
bered "gl" , "g2" and "h" show somewhat different de­
cay mode. They reach slowly to their maximum and 
decay in a single exponential feature. The designa­
tions attached with the label "a-h" are all for Be-like 
Ne VII, except the Ne VIII 8-10. Plausible assign-
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Fig. 1. Intensity decay curves of the lines around 250 nm 
plotted on a semi-Iogalithmic scale. The distance from 
the foil position is converted to the flight time of the ion 
from the foil. The intsnsity for each line is normalized 
to unity at its maximum. All the lines except that 
denoted by Ne VIII are Be-like Ne VII. 

ments were given based on the atomic structure cal­
culation by including the perturbing configurations as 
many as possible.5) It is worthwhile to note that the 
lines which show single exponential decay feature are 
due to the transitions of mutiply excited states, and 
their upper states lie slightly above the first ionization 
limit. 
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Beam Foil Spectra of Highly Charged Krypton Ions 
in Visible Region 

K. Ishii, T. Nakano, S. Kawae, K. Ando, H. Oyama, and T. Kambara 

Beam-foil spectra of highly charged Kr ion at the 
energy of 1.0 and 2.5 MeV /amu were recorded in the 
region between 200 and 700 nm. Photons emitted from 
the Kr ion after its passage through a thin carbon foil 
were dispersed by a Czerny-Turner spectrometer and 
detected by a liquid-nitrogen cooled CCD detector. 
The detector placed at the exit focal plane covered the 
wavelength range of about 80 nm. In order to reduce 
the Doppler width, the spectrometer was refocused. 1) 

The line width of 0.3-0.4 nm was thus achieved. Com­
parison of the relative intensity change in the spectra 
recorded at two different beam energies has provided 
the charge state identification of the observed lines. A 
portion of the spectra in the range 227- 316 nm at the 
beam energy of 1.0 MeV /amu is shown in Fig. 1. 
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Fig. 1. A portion of Kr ion spectra of 1.5 MeV / amu 
energy at immediate down stream of the foil. 

Using the hydrogenic term energies, the wavelengths 
and the transition probabilities for the Rydberg tran­
sitions were calculated.2,3 ) All the lines are thus clas­
sified as transitions of high n, R levels in Kr XIX to 

----..Kr XXVI, among which the relatively strong lines are 
listed in Table 1. Weak lines not included in the table 
are Don > 3 transitions. In the fourth column, the 
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Table 1. Observed and calculated transitions of Kr ions. 

Wavelength 
Obs. Calc. diff. Classification 

2387.95 2387.88 0.07 XVII (Ca) n=11- 12 
2456.37 2456.34 0.03 XIX (Ar) n=12-13 
2533.94 2534.14 -0.20 XXI (8 ) n=13-14 
2564.00 2563.90 0.10 XIX (Ar) n=15-17 
2618.59 2618.63 -0.04 XXIII(8i) n=14-17 
2695.56 2695.73 -0.17 XVI (8c) n=11-12 
2736.88 2736.91 -0.03 XVIII(K) n=12-13 
2778.08 2777.96 0.12 XX (CI) n=16-18 
2793.94 2793.92 0.02 XX (Cl) n=13-14 
2856.75 2856.72 0.03 XVIII(K) n=15- 17 
2862.13 2862.13 0.00 XXII(P) n=14-15 
2993.35 2993.27 0.08 XXI (8 ) n=17- 19 
3068.32 3068.40 -0.08 XVII (Ca) n=12-13 
3078.12 3078.10 0.02 XIX (Ar) n=16- 18 
3095.75 3095.79 -0.04 XIX (Ar) n=13- 14 
3141.23 3141.23 0.00 XXI (8 ) n=14- 15 

Std. dev.= 0.09 

element symbol of the isoelectronic sequence to which 
the line belongs is shown in parenthesis. Almost all 
the lines except those which are very weak/broad were 
identified over the spectra from 195 to 700 nrn in this 
way. 

The further study on n-dependence of the level pop­
ulation in a charge state is now in progress. This may 
be practiced by calibrating the sensitivity of the spec­
trometer system against the standard light source. 
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Lifetimes of Intercombination Lines in Highly Charged Nb 

R. Hutton, Y. Zou, S. Huldt, 1. Martinson, K. Ando, B. Nystrom, 
H. Oyama, and T. Kambara 

In an earlier report l ) we discussed beam-foil spec­
troscopy (BFS) of highly charged Nb ions. The work 
reported in Ref. 1 was done using the BFS set up de­
scribed by Ando et al. 2) Recently, we have upgraded 
the BFS spectrometer with a CCD detection system. 
This upgrade was described in the last year progress 
report. 3 ) We have now repeated some of the Nb work 
using the CCD detector. In Fig. 1, we compare delayed 
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Fig. 1. Beam foil spectra of 183 MeV Nb taken using 
two different detector systems. Figure La shows the 
spectrum recorded with a CCD detector system. Figure 
1. b shows the same spectrum recorded using a single 
channel (ceratron) detector. The peaks are temporarily 
identified as (1): AI-like 3s23p 2 P I / 2 - 3s3p2 4 P I / 2 , (2): 
Si-like 3s23p2 3 PI - 3s3p3 S S2, (3): Mg-like 3s2 

I So -

3s3p 3 PI and (4): AI-like 3s2 3p 2 P3 / 2 - 3s3p2 4 PS / 2 

transitions. 

spectra, i.e. spectra taken with a 10 mm separation 
between the exciter foil and the spectrometer entrance 
slit, for 183 MeV Nb taken with the CCD (Fig. 1a) 
and with the old detection system (Fig. 1 b). Figure la 
shows clearly the improved signal/noise ratio obtained 
with the CCD system. By measuring intensity as a 
function of foil position we could measure the decay 
time of all lines focused on the CCD chip. As the 
results of Refs. 4 and 5, that the measured lifetime of 
the Mg-like 3s2 I80 - 3s3p 3 PI line is shorter than 
theory by a significant amount (around 30 percent) 
was confirmed. The same was found for the AI-like 
3s23p 2 P3/ 2 - 3s3p2 4 P5/ 2 line. A number of other 
intercombination lines appear in the spectrum shown 
in Fig. la (e.g. the Si-like 3s23p2 3 PI ,2 - 3s3p3 582 

lines) and these decay times are under investigation. 
U sing the CCD the decay of the line profile can be 
measured. By generating decay curves for different 
parts of the line profile we found a non-unique lifetime. 
This interesting finding is discussed more in Ref. 6. 
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Inherent Problems with Beam-Foil Lifetime Measurements 

R. Hutton, Y. Zou, S. Huldt, 1. Martinson, K. Ando, B. Nystrom, 
T. Kambara, and Y. Awaya 

We have attempted to measure the lifetimes of the 
ls22p 2 P1/ 2,3/2 levels of Li-like argon using the tech­
niques of beam-foil spectroscopy (BFS). This measure­
ment was done to help understand a series of mea­
surements for the lifetime of the 3s2 180 - 3s3p 3 PI 
intercombination line in Mg-like ions. I) There can be 
no shortcomings in the theoretical treatment of Li-like 
ions whereas such is not so obvious in the case of Mg­
like ions. In the experiment here the signal (total spec­
tralline plus background) was recorded using a CCD 
detector system installed on a 2.2 meter grazing inci­
dence spectrometer. 2) Figure 1 shows a full CCD im­
age taken using a 1200 lines/mm grating installed on 
the spectrometer. The 281/ 2 _2 P3/ 2 line is seen to be 
isolated in the spectrum taken at a time delay of 50 
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Fig. 1. Spectral recording in the region of the Li-like 
Argon 28 2 SI/2 - 2p 2 P3 / 2 line. The line is seen to be 
asymmetric, but clear of any spectral blends. 

ps. Figure 2 shows this line in more detail, recorded at 
a number of foil positions. This shows that the line is 
asymmetric and that the shape changes as a function 
of foil position which · corresponds to the time of flight 
after the excitation. Thus, no unique value for the de­
cay time of this line can be found, instead a range of 
values were obtained depending of how the data was 
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Fig. 2. The intensity of the line shown in Fig. 1 as a 
function of the time of flight (t) corresponding to the 
exciter foil position. It is clear that the decay of this 
line cannot be described by a single exponential decay . 

analysed. In a recent experiment a similar behavior 
was seen for the decay of the Mg-like Nb intercom­
bination line. 3) These phenomena may be caused by 
satellite lines contaminating the decay of the line of 
interest. These problems need to be understood, es­
pecially as to why in some cases measurements give a 
good agreement with theory, as BFS is still the most 
general method for measuring lifetimes of atomic en­
ergy levels of highly charged ions. 
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Electron Spectra Arising from Collisions between 
50 ke V N5+ and Ar 

D. Chiba, T. Kamei, T. Takayanagi, K. Wakiya, Y. Kanai, and Y. Nakai 

Multiple-electron capture in slow ion-atom collisions 
produces multiply excited ionic states, which may re­
veal their quantum properties through analyses of the 
subsequent photon or Auger electron emissions. The 
angular distribution of Auger electron emission, mea­
sured with respect to the projectile beam direction, 
carries a complete information on the ML (magnetic 
substate) alignment determined in the capture process. 

For measurement of the angular distribution of 
A uger electron emission arising from the collisions be­
tween highly charged ions and neutral atoms, we have 
constructed a toroidal-type electron energy analyzer. 1) 

Since March 1996, we have installed the above ana­
lyzer at the beam line of the RIKEN 14.5 GHz ECR ion 
source (Caprice), and have tried to measure the Auger 
electrons from N3+** (1823l3[') produced by the colli­
sions of 50 ke V N5+ on Ar as a test of our apparatus.2) 

The angular distributions of Auger electrons emit­
ting from N3+** (1823l3l') were measured with a chan­
nel electron multiplier (CEM). Typical spectrum mea­
sured at O-degree with respect to the projectile beam 
axis is shown in Fig. L The upper states of Auger 
decay are indicated in Fig. 1. Our O-degree spectrum 
agrees with that by Kitazawa et al. 3) in both the en­
ergy and relative intensity. As for the other angles, we 
have obtained spectra but with a larger background 
compared with that of O-degree because of the kine­
matics effects. We will make an effort to suppress the 
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Fig. 1. The O-degree Auger spectrum from N3+** (Ii 3l31') 
states produced by double-electron capture in the col­
lisions of 50 keY-beam N5+ ions against Ar atoms. 

background. 
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VUV Photon Emission Spectroscopy of 
Slow, Highly Charged Ions 

B. Nystrom, Y. Nakai, T. Kambara, and Y. Kanai 

To enable studies of the low energy, highly-charged 
ion-atom collision processes using Photon Emission 
Spectroscopy (PES), we installed a 1 m grazing in­
cidence spectrometer, Minutemann 310 G, at the 14.5 
GHz Caprice l ) ion source. The purposes are (1) to 
study the collision processes when highly charged ions 
collide with neutral atoms, and (2) to study the elec­
tronic structure of highly charged ions, using the ion­
atom collision as a way to create excited ions. Ions 
from the ion-source is momentum-analyzed and fo­
cused on an effusive gas-target. The target-region is 
observed with the spectrometer at an angle of 54.7 de­
grees forward with respect to the beam-direction. This 
observation-angle is selected because at this angle, the 
light of different polarizations contribute equal to the 
amount of emitted photons. At this observation-angle, 
the light emitted from the projectiles will have a small 
Doppler-shift, information that might be useful in the 
symmetric collision-systems where both projectile-ion 
and target-atom might end up in equal excited states, 
e.g., He2+ + He. 2 ) The spectrometer is working in the 
grazing incidence: the angle of incidence is 86 degrees. 
The entrance slit can be selected to be 100, 50 or 20 
J-Lm. The instrument can be used with four different 
gratings with 133.3, 600, 1200 or 2400 mm- 1 ruling. 
The wavelength-range that can be covered and the res­
olution that can be obtained are then defined by the 
combination of slit and grating that is used with the 
spectrometer. Figure 1 shows a spectra recorded when 
a beam of N5+ collides with air as the target-gas. This 
spectra was measured with 100 J-Lm slits and the 133 
mm- l grating giving a wavelength range 100-3000 A 
at a theoretical resolution of FWHM = 7.5 A. This 
spectra is the first successful test-measurement per-
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Fig. 1. Spectra recorded when 70 keY N5+ collides with 
air . The position of the 1S22S 2S 1/2 - 1s23p 2P 1 / 2,3/2 
transitions in N V (the spectra of N4+) are marked in 
the figure. Note that this is two unresolved transitions, 
that are marked in 1st, 2nd, 3rd and 4th order respec­
tively. 

formed, where the resolution is close to the theoretical 
and the spectra is calibrated with known transitions. 3) 

Note that most of the transitions in this spectra can 
be identified, but since this measurement is made at 
rather low resolution it is not possible make any further 
conclusions. 
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Defect Production and Electronic Excitation in 
Ion-Irradiated High-Tc Superconductorst 

N. Ishikawa, Y. Chimi, A. Iwase, K. Tsuru,*1 O. Michikami,*2 and T. Kambara 

We have measured the irradiation fiuence depen­
dence of c-axis lattice parameter for the EuBa2CU30y 
high-Tc superconductor irradiated with various ions 
from CI to Au over the wide energy range from 80 
MeV to 3.80 GeV. The irradiating ions were as fol­
lows: 120 MeV 35Cl, 90 MeV and 200 MeV 58Ni, 
125 MeV 79Br, 80 MeV and 200 MeV 127I, and 120 
MeV 197 Au available from the tandem accelerator at 
JAERI-Tokai; and 3.54 GeV 136Xe and 3.80 GeV 
181Ta available from RIKEN Ring Cyclotron. In this 
range of energy and ions, defects were uniformly in­
troduced along the sample thickness, and we could 
exclude the effect from ion implantation. We have 
measured the X-ray (Cu Ka) diffraction pattern both 
before and after the irradiation in order to estimate 
the change in c-axis lattice parameters. We have ob­
served a linear increase of the c-axis lattice parameter 
with the fiuence,l) <1>, as can be seen in Fig. 1. For a 
low energy (~2 MeV) ion irradiation, the (D.c/co)/<I> 
which corresponds to the defect production rate is 
proportional to the nuclear stopping power Sn:1) i.e. , 
(b..c/co)/<I> = aSn, where a = 3 x 10-16 mg/MeV. The 
contribution of electronic excitation to the (D.c / co) / <I> 
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Fig. 1. The ~c/co value as a function of 1> for 
EuBa2 CU3 Oy irradiated with high energy ions, where 
~c/co is the increment in c-axis lattice parameter nor­
malized by the c-axis lattice parameter before irradia­
tion, and 1> is the fluence of irradiation. 

Condensed from the article in Nucl. Instrum. Methods Phys. 
Res. B. (to be published) 

*1 NTT Integrated Information & Energy Systems Laborato­
ries, Information Hardware Systems Laboratory 

*2 Faculty of Engineering, Iwate University 

value is precisely estimated by assuming that the ob­
served (~c/co)/<I> value is the sum of the contribu­
tions of elastic displacement and of electronic excita­
tion. The former contribution is expressed as a linear 
function of Sn as stated above. The latter contribution 
is designated as [(D.c/co)/<I>]electronic and was plotted as 
a function of dJ / dx in Fig. 2, where dJ / dx is the num­
ber of atoms ionized per unit path length. The value of 
dJ / dx was calculated based on the Bethe formula. 2-4) 
The figure shows that [(b..c/co)/<I>]electronic is scaled by 
(dJ/dx)4. Since dJ/dx is the number of atoms ion­
ized per unit path length of projectile and is not the 
energy deposited to the target, this suggests that the 
line density of induced space charge is responsible for 
the defect production in high-Tc superconductors.4) 
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Fig. 2. [(~c/Co)/1>] electronic as a function of dJ/dx. The 
dotted line shows the line proportional to (dJ / dx) 4 . 
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Effect of Heavy-Ion Irradiation on the Bi-Based Superconductors 

N. Kuroda, N. Ishikawa, S. o kayasu , A. Iwase, H. Ikeda,* R. Yoshizaki,* 
and T. Kambara 

Columnar defects produced by the irradiation with 
high-energy (f'V 1 Ge V) heavy ions can pin magnetic 
vortices much more effectively than the other kinds 
of defects such as point defects. The Bi-based 
oxide superconductors can be classified into three 
types depending on the number of CU02 stackings: 
Bi2SrZCan-l CunOy, in which n = 1, 2, 3. We have 
investigated the pinning properties of the three types 
of Bi-based superconductors with columnar defects. 

Bi2+xSr2_(x+y)LayCu06+§ (Bi-2201) (Tc ~ 20 K) 
and Bi2Sr2CaCu20y (Bi-2212) (Tc ~ 90 K) single 
crystals were grown by the traveling-solvent float­
ing zone (TSFZ) method. Highly c-axis-oriented 
Bi1.8Pbo.4Sr1.8Bao.2Ca2.2Cu3.o0y (Bi-2223) ceramics 
with T c ~ 108 K were synthesized by means of a hot­
press technique. 1) These materials were irradiated by 
the 3.5 GeV 136Xe31+ beam at RIKEN Ring Cyclotron 
Facility to produce columnar defects along c-axis. In 
all cases, the pin density (npin) was 1.2 x 1011 /cm2, 
which corresponds to a doseequivalent matching field 
Bq, = npin CPo = 2.4 T, where CPo is the flux quan­
tum. The irradiation reduced Tc by 5, 3, and 1 K for 
Bi-2201, Bi-2212 and Bi-2223, respectively. 

We have investigated the irreversibility line which 
marks the onset of reversible flux motion in the mag­
netic field (Bex) versus temperature (T) phase dia­
gram, using the AC loss peaks (T p) in the tempera­
ture dependence of the imaginary part of susceptibil­
ity (X"). When the amplitude of AC field is low, 0.5 
Oe, the AC response was linear. For the linear re­
sponse the irreversibility line determined by the AC 
loss peaks corresponds to the constant resistivity line 
with Pab = 0.2257rwdJ.Lof in Bex-T plane,2) where w is 
the width of the sample, d the thickness, and f the fre­
quency of the AC field . Figure 1 shows the irreversibil­
ity lines determined by the criterion of Pab ~ O.lJ.LOcm 
(at frequency of 5 kHz and AC field of 0.5 Oe) for 
Bi-2201, Bi-2212 and Bi-2223 before and after the Xe 
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Fig. l. Irreversibility lines for Bi-2201, Bi-2212 and 
Bi-2223 before and after the Xe irradiation. 

irradiation. After the irradiation all the irreversibility 
lines show strong shifts to the higher reduced temper­
ature. Xe irradiation has improved the pinning prop­
erties strongly for Bi-2201, Bi-2212 and Bi-2223. An­
other interesting feature was observed for the Bi-2201 
and Bi-2212 single crystals after irradiation. That is, 
a kink appeared in the irreversibility line at about 
0.5Bq,(~ 1 T), above which the motion of the vor­
tices lying in the interstitial spaces between columns is 
believed to be relevant to the irreversibility line,3) as 
shown by the arrows in Fig. 1. 
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Irradiation Effects of Swift Heavy-Ion on 
Polycrystalline La1.85SrO.15Cu04 

T. Mitamura, M. Terasawa, X.-J. Fan, T. Kohara, K. Ueda, and T. Kambara 

For practical application of the high-temperature su­
perconductor, the achievement of high critical current 
density under high magnetic fields is very important, 
because the critical current density tends to decrease 
rapidly by easy motion of vortices when the temper­
ature approaches the critical temperature. Enhance­
ment of the pinning strength in high-T c cuprates due 
to introduction of parallel or multi-direction colum­
nar defects by ion irradiation has been reported.1-S) In 
the present study, a high-temperature superconduct­
ing material, polycrystalline La1.8SSro.1SCU04, (hence­
forth LSCO), was irradiated by swift heavy ions in or­
der to introduce columnar defects as vortex pinning 
centers, and the characteristics of superconductivity 
were investigated. 

The polycrystalline LSCO bulk specimens with the 
surface of about 2 mm x 10 mm and thickness of 
0.1 mm were irradiated at room temperature in a high 
vacuum by the 3.5 GeV 136Xe31+ ions which were ac­
celerated by RIKEN Ring Cyclotron. Ion irradiation 
was carried out by two ways; single direction irradia­
tion perpendicularly to the surface of specimen (paral­
lel irradiation), and multi-direction irradiation (splay 
irradiation). In the present case, the splay irradia­
tion was performed by combining two irradiation direc­
tions: the direction normal to the specimen surface and 
the direction tilted at an angle of 0 from the normal 
line (0 degree splay-irradiated specimen). In the splay 
irradiation, total irradiation doses were set to be the 
same amount for each direction. The measurements 
of magnetization hysteresis and vortex creep were car­
ried out by a Quantum Design SQUID magnetometer 
by applying an external magnetic field normal to the 
surface of specimen. 

Figure 1 shows examples of the magnetization hys­
teresis loops obtained at temperature 5 K for a 0 = 0 
(parallel) as well as irradiated specimen, and 0 = 5 
and 0 = 45 degree splay-irradiatedspecimens with the 

o 5000 10000 
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Fig. 1. Comparison of magnetic hysteresis loops of the 3.5 
GeV 136Xe31+ ion between splay-irradiated (B = 5 and 
45 degree) and parallel-irradiated polycrystalline LSCO 
specimens. The total irradiation dose corresponds to 
B</> = 6.0 T. 

same total irradiation dose of B¢ = 6.0 T. (B¢ is the 
field-equivalent irradiation dose, and the vortex den­
sity at B¢ = 1.0 T corresponds to the irradiation dose 
of 0.5 x 1011 Xe/cm2 ) From the figure, it is suggested 
that total strength of vortex flux pinning depends on 
the spray-irradiation angle O. It was observed that the 
columnar defects introduced by low angle (below about 
10 degree) splay-irradiation can more strongly pin the 
vortices. In the other experiments, the irreversibility 
line, which corresponds to the boundary dividing the 
pinning region of magnetic flux lines (vortices) from 
the complete depinning region in the temperature-vs.­
magnetization plane, is most effectively enhanced also 
at 0 = 10 degree splay-irradiation. Optimum splay­
irradiation angle for the most effective vortex pinning 
is tentatively obtained to be about 10 degree. 

The examples of normalized changes of magnetic re­
laxation (vortex flux creep) are illustrated in Fig. 2 
for three different irradiation modes. In the fig­
ure, the splay-irradiation angle was 10 degree. The 
magnetic relaxation proceeds slowest in the splay­
irradiated specimen, which is considered an evidence 
that the configuration of columnar defects produced 
by the splay-irradiation is more effective for vortex 
pinning than that by the parallel irradiation. Many 
theoretical explanations have been proposed so far. 6) 
We are now making the comparison of our data with 
those theoretical predictions. 
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Fig. 2. Comparison of the normalized magnetic relax­
ation curve of the unirradiated specimen with those of 
the parallel and B = 10 degree splay-irradiated poly­
crystalline LSCO specimens. 
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Observation of Columnar Defects in Layered Materials Bombarded 
by 136Xe+31, 181Ta+37 , and 209Bi+37 by STM and TEM 

N. Nishida, H. Sakata, S. Kaneko, Y. Ono, Y. Taguchi, and T. Kambara 

In some materials the high-energy heavy ions gener­
ate columnar defects which are linear damage tracks of 
rvl0 nm diameter along the tracks of heavy ions. Re­
cently, the columnar defects in copper-oxide high tem­
perature superconductors have attracted attentions, 
because they are effective to pin vortices in high mag­
netic fields. The formation mechanism of col urn a­
nar defects has not been well understood: Heavy 
ions may locally melt the crystal and generate amor­
phous columns along their tracks, or the recovery 
time of electrons to ionized atoms are so long that 
ionized atoms change their position before they be­
come neutral and thus the crystal is destroyed locally. 
We have reported1) that the 3.4 GeV 136Xe+31 ions 
generate columnar defects in mica or high-T c oxide­
superconductors with diameter of about 10 nm, but 
not in 2H-NbSe2 and 1 T-TaS2 at all. In this report 
we mention the experimental results of the 181Ta+37 

and 209Bi+37 bombardments on the 2H-NbSe2 and 1 T­
TaS2 single crystals at room temperature at the E5a 
beam line of RIKEN Ring Cyclotron Facility. The 
columnar defects were observed to have been gener­
ated by 181Ta+37 and 209Bi+37 both in 2H-NbSe2 and 
1 T-TaS2. In Fig. 1 shown is a scanning tunneling 
microscope (STM) image of a columnar defect gen­
erated by 181Ta+37 in 2H-NbSe2; a triangular-shaped 

Fig. 1. Columnar defects observed by STM in 2H-NbSe2. 
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The black region is a columnar defect of amorphous 
structure. A triangular shape region around the colum­
nar defect has a crystal structure. 

contrast can be seen around a columnar defect. This 
has also been observed by transmission electron micro­
scope (TEM). It is not known what is the meaning of 
the triangular region; a structural change or a change 
of electronic states around a columnar defect. In Fig. 2 
shown is a TEM photograph of tracks of 181Ta+37 in 
1 T -TaS2. Ta ion beam was injected into IT -TaS2 crys­
tal slightly canted against the c-axis and TEM photo­
graph was taken with the electron beam parallel to 
the c-axis. Discontinuous tracks can be seen. This 
means that an amorphous columnar region is gener­
ated discontinuously along the track. This amorpous 
structure has been confirmed by the TEM and STM 
observations. Thus, in 2H-NbSe2 and IT-TaS2, colum­
nar defects have been generated by using heavy ions of 
Ta and Bi, but columnar defects are found not to be 
continuous in IT -TaS2 or the border region is vague 
in 2H-NbSe2; these features are different from those 
in Bi2Sr2CaCu20x. These observations will be related 
with a formation mechanism of the columnar defects 
induced by high energy heavy ions and will help to 
understand the physics. Consideration is under way. 

Fig. 2. TEM photograph ofthe 181Ta+37 beam bombarded 
1 T -TaS2. Amorphous columnar region is seen to be 
generated discontinuously. 
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Experimental Study of Single Event Burnout (SEB) 
Hardening on POWER MOSFET 

S. Matsuda, S. Kuboyama, S. Shugyo, T. Suzuki, K. Sugimoto, 
T. Hirose, H. Ohira, T. Kohno, and M. Kase 

Semiconductor devices, which are essential in artifi­
cial satellites and spacecrafts, are degraded by radia­
tion in space. The radiation environment around the 
earth includes the electrons and protons trapped by 
the Earth's magnetosphere, and the solar protons and 
heavy ions in galactic cosmic rays. It is well known 
that the impingement of high energy heavy ions on 
semiconductor devices causes single event phenomenon 
(SEP) like single event upset (SEU) on memory de­
vice, single event latch up (SEL) on CMOS, LSI etc., 
and single event burnout (SEB) caused by the heavy 
ion passing through the active area of POWER MOS­
FET. NASDA (National Space Development Agency 
of Japan) has studied SEB and single event gate rap­
ture (SEGR) on POWER MOSFET with heavy ions 
available from the RIKEN Ring Cyclotron. 1) 

We are developing 250V POWER MOSFET to be 
used for the future artificial satellites which will be 
launched in 2002. To fix the design parameters of 
the POWER MOSFET, we have performed irradiation 
test on several types of samples with a beam of Ni25+ 
at 7.6 MeV lu (440.8 MeV) and studied the breakdown 

voltage data concerning with SEB and SEGR. After 
an energy degrader the energy of beam on the samples 
was about 260 MeV lu where the linear energy transfer 
(LET) of the ions in the material (Si) was about 27 
MeV l(mg/cm2 ) and the range was about 36 p,m (Si). 

It is obvious from the former experimental data that 
the single event effect (SEE) tolerance of POWER 
MOSFET depends on the BVDs (Drain-Source Break­
down Voltage) of POWER MOSFET. 2) When the 
BVDS is higher, the tolerance is higher; but the high 
BV DS leads to a high Ron value (Ron : a resistance 
value when the transistor goes "ON" state). To keep 
a low Ron value on the same BV DS, it is necessary to 
enlarge the chip size, then the capacitance increases 
and the switching speed slows down. Therefore, we 
prepared several types of samples that were fabricated 
with various parameters for space applications. The 
design parameters on each samples together with the 
irradiation test results are shown in Table 1. Other 
irradiation test data (underlined data) mainly per­
formed on SEGR at Brookhaven National Laboratory 
in USA are shown, too. 

Table 1. The design parameters on each samples and irradiation test data. 

process condition chip design 

description BVds n+ layer(As) dose Igate thickness cell geometry 

6F 250V 4.00E+15 BooA stripe 

6C 250V 4.00E+15 BooA square 

6H 250V 4.00E+15 BooA stripe 

2C 300V 4.00E+15 BooA square 

61 250V 4.00E+15 BooA square 

7F 250V 4.00E+15 1000A stripe 

10F 300V 3.50E+15 BOO A stripe 

Ip-pitch 

9tl m 

3tl m 

3tl m 

3tl m 

5tl m 

9tl m 

9j.t m 

result of SEB test result of SEGR test 

SEB threshold(Vds) SEGR threshold(Vgs) remark 

190.200.200 210 250V< Tc=100°C 

130. 135 140V Tc=Ta 

165. 173. 175. lB5 175V«SEB threshold) Tc=100°C 

160. 170 190V Tc=100°C 

125. 127 200V< Tc=100oC 

190.190 195.200 200V< Tc=100°C 

240 240 250V< Tc=100°C 

remark : temperature condition on SEGR test 

T c : case temp .. T a : ambient temp. 

The underlined data was aquired at Brookhaven National Laboratory. 

First , we compared the effect of cell geometry. From 
the former study, the uniformity of electronic fields in 
the chip contributes to improve the SEB tolerance. Ta­
ble 1 shows that the stripe pattern cell has better SEB 
tolerance than the square one has. The reason is that 
the square pattern cell leads to 2 and 3 dimensional 
localized charge at the corner of cell. (On the other 
hand, however it is also said that the cell geometry 
does not influence the failure threshold of SEGR. 3)) 

As a result , the cell geometry was determined to be 
stripe pattern. 

Second, we compared the effect of p-pitch size. In 
ordinary, if p-pitch is smaller, the SEB tolerance in­
creases; but the Ron characteristic worsens, at the same 
time. Therefore, p-pitch size had to reduce under 10 
p,m on our samples. From the data of former irradi-

ation test, the SEB threshold was 120 V on 16 p,m p­
pitch samples. In this test, we irradiated 9 p,m p-pitch 
samples, and as the Table 1 shows the result was better 
than 16 J.Lm p-pitch, and better than 3 p,m p-pitch, too. 
We expect there is an optimum p-pitch size of POWER 
MOSFET, and continue to analyze the data. 
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Change of Site Occupancy of Hydrogen in Nb 
on Alloying with Undersized Mot 

E. Yagi and S. Koike* 

Regarding the effect of alloying on the terminal sol­
ubility of hydrogen (TSH) in group Va metals (V, Nb 
and Ta), it has been reported that for undersized metal 
solutes, e.g., Nb in Ta and Mo in Nb, the TSH increases 
rapidly with solute concentration. l ,2) To understand 
this effect the lattice location of hydrogen in Nb-Mo 
alloys has been investigated by the channeling method 
utilizing a nuclear reaction 1 H(l1 B,a)aa with an 11 B 
beam of an energy of approximately 2 MeV.3) In this 
method the hydrogen can be detected by measuring 
the emitted a-particles. Previous studies on H in Nb-
3at%Mo and Nb-10at%Mo alloys demonstrated that a 
portion of H atoms are trapped at room temperature 
by Mo atoms to be located at the sites displaced from 
the tetrahedral (T) sites by about 0.6 A towards the 
Mo atoms substituting Nb atoms (trapped sites) and 
the remaining H atoms are located at T sites. They 
also demonstrated that the number of H atoms located 
at the trapped sites per one Mo atom (the trapping ef­
ficiency ,,) decreases from 0.7-1.0 in the Nb-3at%Mo 
alloy to 0.2-0.3 in the Nb-10at%Mo alloy. 4-6) In the 
present study the lattice location of hydrogen in a more 
concentrated Nb-20at%Mo alloy is investigated as in a 
previous study.3) 

The lattice parameter of this alloy was measured to 
be about 0.8% smaller than that of Nb. Hydrogen 
was doped from the gas phase up to the three different 
concentrations (CH ) 2.6,4.2 and 8.0 at%. 

The results are shown in Fig. 1. For CH = 2.6 and 
4.2 at% the angular profiles of the a-particle yields (a­
angular profiles) are very similar. Being superposed 
on a shallow dip, they exhibit subpeaks at the angular 
positions expected for the T-site occupancy which are 
indicated by arrows. 7) The subpeaks characteristic of 
the trapped-site occupancy4) are not observed. These 
results suggest that a large portion of H atoms are lo­
cated at T sites, and some portion of them are located 
at the sites which give the shallow dip in the (100) and 
(110) a-angular profiles. Namely, those sites are shad­
owed by (100) and (110) atomic rows. These shadowed 
sites are considered to be octahedral (0) sites. For 
CH = 8.0 at%, similar subpeaks are still observable, 
but the shallow dips for the (100) and (110) channels 
become much shallower or they disappear. 

The lattice locations of hydrogen and its distribution 
were determined by fitting the calculated a-angular 
profiles to the observed ones. It is concluded as follows: 
In Nb-20at%Mo alloys, H atoms are located at both T 
and 0 sites, but not at the trapped sites, i.e., " = 
O. For CH = 2.6 and 4.2 at%, the fraction of the 0-
site occupancy is 20- 30%, while, for CH = 8.0 at%, it 
remarkably decreases to 0-10%. 
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Fig. 1 Channeling angular profiles of a-particle yield (.) 
and the yield of 11 B ions backscattered by host metal 
atoms (0), obtained at room temperature for Nb-20 
at%Mo alloys containing H by (a) 2.6, (b) 4.2, and (c) 
8.0 at%. The full and dashed curves have been drawn 
to guide the eye. In the insets the projections of T 
and 0 sites onto the plane perpendicular to the chan­
nel in question are shown by open squares with relative 
weights. The open circles and lines represent the pro­
jections of atomic rows and planes, respectively. 

The appearance of the O-site occupancy in Nb-
20at%Mo alloys can be understood as a result of the re­
duction of the energy difference between T and 0 sites 
due to the decrease of the lattice parameter on alloy­
ing with undersized Mo atoms. The trapping model l ) 

proposed as a mechanism for the enhancement of the 
TSH in Nb on alloying with Mo atoms is considered 
to be effective in the region of the Mo concentration 
lower than about 5 at%. The reduced fraction of the 
O-site occupancy at CH = 8 at% is considered to be 
due to the interaction between H atoms. 

More detailed description is given in Ref. 8. 
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Annealing of the CU3Au Irradiated with Protons, a-Particles 
and C Ions at Liquid Nitrogen Temperature 

H. Sakairi,* E. Vagi, and A. Koyama 

Ordered alloys are most promising type of systems to 
study the replacement collision iIi damage production 
processes and the migration of vacancies, because their 
effects are observable as a large change in the ordered 
state. Succeeding to the studies on the damage pro­
duction rate and the isochronal annealing up to 90 K 
on the CU3Au irradiated below 30 K with high energy 
ions,1 ,2) in the present study the isochronal annealing 
experiments were extended up to 460 K. The irradia­
tion was performed for both initially ordered and dis­
ordered CU3Au specimens at a temperature below 85 
K with protons, a-particles or C ions of various ener­
gies from 6 to 90 Me V provided from the Cyclotron 
under the condition for incident ions to penetrate the 
specimens. Heat treatment for preparing the ordered 
specimens followed the previous work. 2) However, the 
perfect ordering could not be achieved. After each an­
nealing period of 10 min, the electrical resistivity was 
measured at the liquid N2 temperature. The results 
are shown in Fig. 1. Irradiation-introduced defects in­
crease the electrical resistivity. The resistivity incre­
ment tJ.p is normalized to the initial resistivity incre­
ment tJ.po in the as-irradiated state. 

100 200 300 
T(K) 

;'00 

spe-c;imen 
'" 6 a'4 .iMeV 
- 9 01 7.7 
-10 oHi .• 

Fig. 1. Isochronal annealing curves of the electrical resis­
tivity for 10 min annealing periods and their tempera­
ture derivatives for (a) the initially ordered and (b) ini­
tially disordered CU3AU specimens. The inset shows the 
previous result obtained for a disordered specimen after 
the irradiation with 20.5 MeV a-particles at 13.5 K. 

In the ordered specimens two large stages are evident 
in the temperature regions 240-340 K and 340-460 K. 
Hereafter, these stages are called 290K-stage and the 
380K-stage, respectively. 

In the disordered specimens three large recovery 
stages are observed in the temperature regions 100-220 
K (190K-stage), 220- 320 K (280K-stage) and 340-440 
K (380K-stage), respectively. The latter two regions 
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are approximately same as those in the ordered spec­
imens. In addition to these three stages, the recov­
ery curves have an inflection around 150 K, indicating 
the presence of a recovery stage (150K-stage). How­
ever, with increasing tJ.po, this stage gradually joins 
the 190K-stage. Combined with the previous result 
shown in the inset of Fig. 1 (b), it can be said that 
there exists a recovery stage in the temperature region 
between 80 and 110 K (85K-stage). 

At the 280K- or 290K-stages and the 380K-stage, 
in both ordered and disordered alloys, the resistiv­
ity becomes lower than the value before irradiation 
in some case, indicating an enhancement of the long­
range ordering. (The initially ordered specimens were 
not perfectly ordered.) Such defect-enhanced order­
ing has been observed in the experiments of quenching 
of the initially disordered or partially ordered CU3Au 
from temperatures not only above but also below Tc 
(the critical temperature for ordering) followed with 
annealing at temperatures below 473 K. 3- 5 ) Therefore, 
the recovery in the two stages in question is consid­
ered to be related to the irradiation-introduced vacan­
cies. Considering the results of the positron annihi­
lation experiments,6) the two recovery stages can be 
interpreted to be the recovery due to migration of free 
vacancies to sinks or for the formation of clusters and 
the recovery of long-range order associated with it, and 
due to migration of the vacancies supplied as a result 
of evaporation of vacancy clusters and the associated 
ordering, respectively. 

As for recovery stages above 80 K in the initially 
disordered CU3Au, five stages were observed in the 
isochronal annealing after the electron irradiation. 7) 
Taking account of the incident electron-energy depen­
dence of their five stages,7) the 85K-, 150K- and 190K­
stages observed in the present experiments are inter­
preted to be due to the close-pair recovery of Cu­
Frenkel defects, the migration of Cu interstitials, and 
that of Au interstitials, respectively. 
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Development of Experimental Setup for Laser Spectroscopic 
Study of Ions in Superfluid Helium 

Q. Hui and M. Takami 

We are preparing a new experiment to implant 
atomic ions into superfluid helium (He II) and to mea­
sure the laser induced fluorescence (LIF) spectra of 
these ions. Of particular interests are the alkaline earth 
ions, i.e. Be+, Mg+, Ca+, Sr+, and Ba+. In the ground 
state, each of these ions has only one s-electron outside 
its closed ion core. Recent studies in our and other 
groups have shown that the neutral atoms with sin­
gle s-valence electron (group IA and IB atoms in the 
periodic table) form metal-Hen exciplexes in the first 
excited P-states in liquid helium. 1,2) Because the al­
kaline earth ions have similar electronic structure as 
the group IA and IB atoms, the same phenomenon 
is expected to be observed for these ions. The LIF 
emissions of the alkaline earth ion-Hen exciplexes are 
expected to be in the visible and UV regions, more 
convenient to study than that of alkali atom-Hen exci­
plexes. Therefore, the alkaline earth ions are an ideal 
system to study the dynamics of the exciplex forma­
tion process. Furthermore, two light members of these 
ions, i. e. Be+ and Mg+, may form solid helium shells 
surrounding them ("snowballs"), 3) due to strong at­
tractions between these two ions and helium atoms. 
If "snowballs" are formed, the LIF excitation spectra 
of these two ions should show blue-shifts much larger 
than the other ions do. 

So far, many methods have been used to implant 
ions into liquid helium. We adopt the laser ablation 
method which has been proved to be a simple but very 
efficient way.4) The experimental setup is illustrated in 
Fig. 1. A metal Dewar (Oxford) equipped with quartz 
windows contains He II. A quartz cell is placed above 
the liquid and the cell itself is filled also with He II. 
Two or three He II pumps, utilizing the "fountain ef­
fect" of He II, are used to transfer the liquid into the 
cell. The surface of the He II in the cell is determined 
by the height of the cell. A piece of metal sample is 
hung about 1 cm above the quartz cell. An ablation 
laser beam (1.06 fJ,m, a few mJ/pulse) is focused onto 
the sample through one of the windows. A pair of 
electrodes are immersed into the liquid in such a way 
that the upper one stays just a few millimeters below 
the liquid surface. The upper electrode (extractor) is 
typically at + 100 V and the lower one (collector) is 
grounded. The sample is at about +200 V. The dis­
tance between the extractor and collector is about 1-2 
cm. The positively charged ions produced via the laser 
ablation are extracted into He II by the electric field. A 
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Fig. 1. Illustration of the experimental setup. 

pulsed dye laser beam intersects the ion beam between 
the extractor and collector and excites the ions. The 
LIF emitted by the ions is detected at a right angle by 
a photomultiplier (PMT) through a monochromator. 
The electric signal is averaged by a boxcar integrator 
and sent to a computer. 

In a preliminary test of the setup, we have observed 
Ba+ emission from the plasma produced by the laser 
ablation near the sample surface. We find that this 
emission becomes weaker a few minutes after the abla­
tion is started due to a change of the surface condition. 
This problem can be solved by scanning the ablation 
laser beam over the sample surface. Another problem 
is the heating of the liquid by the He II pumps which 
have heaters inside. The helium gas pressure in the 
Dewar is typically 6 Torr when the pumps are off, and 
about 20 Torr when they are on. These pressures cor­
respond to He II temperatures of about 1.6 K and 2 
K respectively. Because the mobilities of ions in He 
II decrease rapidly with increasing temperature, it is 
necessary to keep the temperature as low as possible. 
We plan to use two-stage "fountain" pumps with lower 
power consumption to solve this problem. 
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Muon Spin Relaxation in KCuC13 

W. Higemoto, H. Tanaka,· 1. Watanabe, and K. Nagamine 

[J..L+SR, KCuCh, Low Dimensional Magnetism] 

Low dimensional magnetism is one of the subjects of 
the recent study. In particular, quasi one dimensional 
systems have attracted much interests. 

We report the results of a positive muon spin relax­
ation (J..L+SR) experiment on the S = 1/2 double chain 
system of KCuCI3 . Figure 1 illustrates the exchange 
interaction paths in the double chain. The present 
system can be described as a S = 1/2 Heisenberg spin 
ladder system consisting of the J1 and J2 (or J3 ) inter­
actions with an additional diagonal interaction J3 (or 
J2 ). Previous magnetic susceptibility measurement 1) 

suggests that the ground state of KCuCl3 is a spin sin­
glet state with a finite spin gap of ~/kB rv 35 K. This 
spin gap has also been observed in the other measure­
ments. 

a- axis 

Fig. 1. The arrangement of the eu atoms of the double 
chain and the interactions J1 , h, and Ja. 

J..L+SR experiments were carried out at Port-2 of the 
RIKEN-RAL Muon Facility. Although, the ground 
state of KCuCh is suggested as a spin liquid state, we 
observed the fast relaxation below 20 K. Figure 2(a) 
shows the temperature dependence of the J..L+SR spec­
tra under a longitudinal magnetic field (LF) of 100 G. 
Above 20 K, we saw no significant muon spin relax­
ation, but below 20 K, the muon spin showed fast re­
laxation. We fit the data with a power-law-type relax­
ation function, Gz = exp( -(At) .B), and the solid lines 
in Fig. 2(a) are the results of the fitting. The temper­
ature dependences of the relaxation rate >. and of the 
power (3 are shown in Fig. 2(b). Below 20 K, >. in­
creases with decreasing temperature. In LF of 3800 G, 
however, we found a cusp in the temperature depen­
dence of the relaxation rate around 5 K. 

Our results show the existence of a local magnetic 
field of the order of kG at the muon site below 20 K, 
while other macroscopic and microscopic experiments 
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relaxation spectra. Solid curves represent the fitting 
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figure shows the power (3. 

suggest a non-magnetic ground state with a finite spin 
gap. Our sample contains very little concentration of 
paramagnetic impurities, and thus it is unlikely that 
our observed relaxation occurs only due to such an 
extrinsic component. 

For the investigation of the microscopic muon states, 
a muon spin resonance experiment is going on. 
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JLSR Studies on (Ndl-ySmy)o.5SrO.5Mn03 

W. Higemoto, K. Nishiyama, 1. Watanabe, K. Nagamine, 
A. Asamitsu,* H. Kuwahara,* and Y. Tokura* 

[tt+SR, Manganese Oxide, CMR] 

Recent systematic studies on the perovskite type 
manganese oxide (Ndl_ySmy)O.5Sro.5Mn031,2) have 
revealed a competitive nature existing between the fer­
romagnetic double-exchange interaction and the anti­
ferromagnetic charge ordering instability which gives 
rise to a temperature, magnetic field, and pressure in­
duced transition from the ferromagnetic metal (FM) 
to antiferromagnetic insulator (AFI). This transition is 
accompanied with change of the resistence by several 
orders of magnitude, and the phenomenon is known as 
the clossal magneto resistence (CMR). The competi­
tion between the FM state and AFI state is rather 
sensitive to the Mn-O-Mn bond angle or Sm ratio 
y. In particular, a metastable FM phase appears in 
the 0.85 < y < 1 region below 100 K. We have per­
formed the muon spin rotation/relaxation (ttSR) mea­
surements in (Ndl-ySmy)o.5Sro.5Mn03 (y = 0.875) for 
the investigation of competition between FM state and 
AFI state. 

tt+SR experiments were carried out at Port-2 of 
RIKEN-RAL Muon Facility (pulsed beam) at the ISIS 
Facility of Rutherford Appleton Laboratory in the 
U.K. and at M9B decay muon channel of TRIUMF 
(continuous beam) in Vancouver, Canada. These two 
muon beam channels provide us two different types 
of muon beam. By using these two beam channels, 
we can carry out the experiments covering entire time 
resolution as well as time range. 

Above 132 K or in the paramagnetic phase, slow 
muon spin relaxations were observed under a zero mag­
netic field (ZF). Figure 1 shows a time evolution of the 
muon spin asymmetry at 293 K under ZF. The data 
can be represented by using an exponential relaxation 
function, Pz(t) = Aexp(- At), and the solid line in 
Fig. 1 shows the fitted result. In the previous mea­
surement of temperature dependence of the magneti­
zation M in (Ndl-ySmy)O.5Sro.5Mn03, Kuwahara et 
al. 2 ,3) have observed Curie Weiss-like behavior above 
300 K, but clear deviation is evident with a slight up­
turn from around 200 K to T c in the H/M versus T 
curve. Such a deviation was also observed in our tt+SR 
experiment. Above 250 K, linear temperature depen­
dence of the muon spin relaxation time was observed, 
and below 250 K, a clear deviation from such linearity 
was seen. 

Figure 2 shows the tt+SR data at 39 K under ZF, 
and the solid line in Fig. 2 shows the fitting re­
sult obtained by using the relaxation function Gz 
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Li-12 (Ap,i exp( -Ai t ) COS(Wi t + 4» + Ar,i exp( -Ai t )) . 
Bel~~ 127 K or in the ferromagnetic phase, we have ob­
served two frequencies of the zero field muon spin pre­
cession with temperature independent hyperfine fields. 
This means that implanted muon stopped at mag­
netically inequivalent two sites: probably apical and 
planer oxygen sites. Between 132 and 127 K, the sig­
nal showed a sudden change from paramagnetic phase 
to ferromagnetic phase, and these results clearly show 
the first order phase transition. 
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Critical Spin Dynamics in Ndl-xSrxMnOs with x ~ 0.5 

V. V. Krishnamurthy, 1. Watanabe, K. Nagamine, H. Kuwahara,* and Y. Tokura* 

[CMR, Manganites, Relaxation, Critical phenomena] 

Recently, Kuwahara et al. have discovered colossal 
magnetoresistence (CMR) at a magnetic field induced 
first-order insulator-to-metal phase transition in hole­
doped perovskite Ndo.5Sro .5Mn03 single crystals. l ) 

The electronic properties and the magnetic ground 
state of doped manganites are correlated with the one­
electron bandwidth W which is determined by the radii 
of constituent ions. Ndo.5Sro.5Mn03 single crystals 
show a paramagnetic-to-ferromagnetic transition at 
Tc ~ 251 K and a ferromagnetic-to-antiferromagnetic 
transition at TN = 158 K. Ndo.45Sro.55Mn03 is a lay­
ered A-type antiferromagnet (TN rv 220 K) which ex­
hibits metallic behaviour in the ferromagnetic ally cou­
pled ab-plane ([110]) and exhibits insulating behaviour 
along the antiferromagnetically coupled c-axis. Fur­
ther s.tudies on these magnetic transitions are desirable 
for a better understanding of the interplay between the 
magnetism and magneto-transport in CMR materials. 
In this study, we have applied muon spin relaxation 
(f.L+SR) spectroscopy as a microscopic magnetic probe 
to investigate the spin dynamics of Mn ions near mag­
netic phase transitions by measuring the muon spin­
lattice relaxation rates A· in the perovskite manganite 
Ndl-xSrxMn03 with x = 0.5 and 0.55. 

The f.L+SR spectra of Ndl-xSrxMn03 with x = 0.5 
and 0.55 measured in zero applied field at different 
temperatures between 0.3 and 290 K (see Fig. 1) 
were fitted b~ an exponential power law: Pz(t) = 
Ao exp[-(At) ], where Ao is the muon decay asym­
metry at time t = 0, A is the muon spin longitudi­
nal relaxation rate, and f3 is the exponent coefficient. 
The relaxation rate A gives a measure of the fluctu­
ating local magnetic fields due to the neighbouring 
magnetic ions through dipolar coupling. A is plotted 
against temperature for the x = 0.5 and 0.55 crys­
tals in Fig. 2. The Ao measured in Nd1- xSrxMn03 
(x = 0.5 and 0.55) drops with the decrease of temper­
ature across the second order phase transitions from 
paramagnetic to magnetically-ordered state. The mea­
sured A in Ndl-xSrxMn03 (x = 0.5 and 0.55) crystals 
sensitively probe the spin dynamics at the second or­
der magnetic phase transitions. The absolute values of 
muon spin relaxation rates in Ndl -xSrxMn03 (x = 0.5 
and 0.55) (0.12 f.LS-1 at Tc) are smaller compared to 
those in LaO.7CaO.3Mn03 (,,-,0.4 f.LS-I at Tc)2) at least 
by a factor of "-'4, and indicate that the relaxation 
rates decrease with the decrease of the one-electron 
bandwidth W. 

The temperature dependence of A above T c for 
251 K :::; T :::; 290 K is associated with the critical 
slowing down of spin fluctuations of Mn moments. 
In the inset of Fig. 2 the A is paramaterized by a 
power law: A(T) <X tW

, where t == [(T-Tc)/Tc], 
to extract the dynamic critical exponent w. Surpris-
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ingly, the critical exponent shows a crossover behaviour 
with w = 0.5 for 0.08 :::; t ::; 0.15 and w = 0.24 for 
0.015 :::; t :::; 0.08. Such a change in the dynamic criti­
cal exponent, which has also been observed in Ni, EuO 
and EuS, is associated with a crossover from the ex­
change critical regime away from T c to the dipolar 
critical regime closer to the T c. However, the absolute 
values of ware much smaller compared to the theoret­
ical values of 1.0 and 0.7 of a Heisenberg ferromagnet 
at the crossover region. f3 is close to 1 in paramagnetic 
phases. In magnetically ordered phases, f3 drops to 0.5 
in both x = 0.5 and 0.55 crystals suggesting a stretched 
exponential relaxation. We believe that the spin dis­
order due to hole (Sr) doping may introduce a spread 
in the correlations among the localized Mn spins and 
may manifest a stretched exponential relaxation. 
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JL+SR Study of Heavy-Fermion Magnetism in Ce(Cul-xNix)2Ge2 

V. V. Krishnamurthy, 1. Watanabe, K. Nagamine, C. Geibel,* G. Sparn,* and F. Steglich* 

[Heavy-fermions, Kondo Lattice, non-Fermi liquid behaviour] 

The magnetic behaviour of heavy-fermion (HF) sys­
tems at the crossover from the RKKY-interaction dom­
inated magnetic regime to the pure Kondo region is a 
topic of current interest. Recently, the quasiternary 
HF system Ce(Cu1-xNixhGe2 is reported to exhibit 
an interesting magnetic phase diagram, determined by 
the DC susceptibility (XDC) and specific heat measure­
ments, consisting of local moment antiferromagnetism 
(TN = 4.1 K) for 0 ~ x ::; 0.1 and HF band mag­
netism for 0.2 ::; x < 0.75. 1) Neutron diffraction (ND) 
studies showed a static spin wave for x = 0.285, but 
magnetic reflections could not be observed for x 2:: 0.5. 
Further, non-Fermi liquid behaviour (NFL) may ap­
pear for x 2:: 0.8 due to the suppression of TN to 0 
K. Buettgen et ai. have observed a logarithmic scaling 
of spin-lattice relaxation rate 11T1 measured by NMR 
at 63Cu in Ce(Cuo.2Nio.8hGe2.2) In the present study, 
we have applied the muon spin relaxation (J..t+SR) spec­
troscopy to the Ce(Cu1-xNixhGe2 system to investi­
gate the occurrence of long range magnetic ordering, 
the size of the ordered moment at x = 0.5, and the 
NFL behaviour at x = 0.8. 

The zero-field (ZF) J..t+SR spectra of polycrystalline 
Ce(Cuo.5Nio.5hGe2 for T 2:: 4 K are fitted by a 
streched exponential relaxation function, of the form: 

G z (t) = Ao exp[-(>.t)i3j + A bg (1) 

where Ao is the initial asymmetry, A is the muon spin 
relaxation rate and Abg is a constant background. A re­
mains constant at 0.032 J..ts- 1 , and the exponent f3 also 
remains constant at 1.50(25) for temperatures above 
4.0 K. The ZF spectra, which show a fast relaxing com­
ponent in addition to the slowly relaxing one between 
3.4 and 4 K, could be described by the functional form: 

Gz(t) = Aoe [-(A S!ot).8S] + Ale[-(Af stt )i3f ] + A bg • (2) 

The first and second terms describe the slow relaxation 
component and the fast relaxation one observed in the 
first 1 J..ts, respectively. The asymmetry of the slowly 
relaxing component Ao starts to decrease sharply at 
3.97 K (see Fig. 1). A constant fraction of 2/5 is lost 
for T < 3.4 K. These features are consistent with the 
magnclic transition inferred from XDC measurements. 
From the temperature dependence of asymmetry Ao, 
we could extract the Neel temperature TN as 4.0 K, 
which is consistent with the appearance of cusp in 
XDC· 

Temperature dependences of A f st, Aslo and A are dis­
played in Fig. 2. Best fits to Eq. (2) yielded f3s = 1 
and f3 f = 2. f3s = 1 is consistent with the 41 spin fluc­
tuations which are longitudinal to initial muon spin 
polarization. Gaussian (f3f = 2) relaxation of the fast 
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field. 

component suggests the distribution of static internal 
fields at the muon site. The decoupling of t.he asymme­
try lost in magnetically ordered state at 2 K could be 
described by assuming a single muon site yielding the 
static internal field at the muon site, Bp. = 0.49(6) kG. 

We have also searched for the possible non-Fermi 
liquid behaviour in Ce(Cuo.2Nio.8hGe2. The zero field 
J..t+SR spectra measured at temperatures between 2 K 
and 200 K are also represented by Eq. (1) with a tem­
perature independent relaxation rate of 0.05 J..ts- 1 and 
a temperature dependent exponent /3 which gradually 
increases from 1.25 at 200 K to 1.75 at 2 K. There­
fore, we do not observe the logarithmic scaling of muon 
spin relaxation rates A with temperature, in contrast to 
63Cu NMR results. A likely reason for the discrepancy 
between J..t+SR and 63Cu NMR measurements could 
be that 41 spin fluctuations of Ce in the paramagnetic 
phase are too slow, as indicated by the values of 63Cu 
NMR relaxation rates 1 IT 1 (rv S - 1), to be observable 
in the J..tsec time scale of J..t+SR. Long range magnetic 
ordering is not observed either down to 2 K. 
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J,LSR Studies of Non-Fermi-Liquid Behaviour in Ce7Ni3 

T. Takabatake,*l K. Umeo,*l R. Kadono, 1. Watanabe, G. M. Kalvius,*2 and A. Kratzer*2 

A heavy fermion compound, Ce7Ni3, shows non­
Fermi-liquid behaviour when an antiferromagnetic or­
dering is destroyed under the pressure of 4 kbar. 1) 

However, nature of the magnetic transition even at 
the ambient pressure is complicated due to the pres­
ence of three nonequivalent Ce sites in the crystal. The 
crystal structure of Ce7Ni3 is the hexagonal Th7Fe3-
type structure as shown in Fig. 1, where the three sites 
are named as Cel, Cell, and CellI. The ratio of each 
Ce site in these sub-lattices is 1:3:3. Recent neutron 
diffraction study by Motoya et al. 2) has shown that 
only CeI and Cell have formed the spin-density-wave 
(SDW) state below TN = 1.8 K. 

a .. -----~ _ __...:!~_ (I 

Fig. 1. Crystal structure of Ce7 Nb. The atoms 1-4 are 
CeI, Cell, CellI, and Ni, respectively. 

In order to study the magnetic state in Ce7 Ni3 from 
a microscopic point of view, we have performed f.l+SR 
experiments on a single-crystal sample at RIKEN-RAL 
Muon Facility in the UK. A pulsed positive muon beam 
was injected parallel to the hexagonal c axis. The 
sample was cooled down to 0.3 K by using a 3He­
cryostat. The single crystal was prepared by the RF­
heated Czochralski method at Hiroshima University. 

In a zero field (ZF), the I1SR time spectra at 10 
K showed depolarization behaviour. This suggests 
that dynamical magnetic correlations develop from far 
above TN. Below TN, about 30% of the asymmetry 
of a muon spin decreases as shown in Fig. 2. This 
change in the asymmetry means the existence of a fast 
depolarization component which can not be resolved 
within a time resolution of the present I1+SR experi­
ment. Such a fast depolarization can be caused by a 
broad field distribution due to static moments in an 
incommensurate SDW state. Remaining part of the 
asymmetry includes two components. One was decou­
pled in a longitudinal field of about 100 G, whereas 
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Fig. 2. Temperature dependence of ZF-J.LSR asymmetry 
parameter. The base line was determined from trans­
verse field experiments. 

the other was not affected even by 3800 G. The latter 
must be of a dynamical origin, since its depolarization 
rate of 2.5 I1S-1 would correspond to a static width of 
only 30 G which should be decoupled by about 200 G 
if the origin is static. 

In order to understand these findings, we have to 
know the muon sites in Ce7 Ni3. At present, there is 
no experimental result on the muon site. But results of 
the electrostatic potential calculations are available. 3) 
According to these calculations, there are two possi­
ble muon sites, site-A and site-B. Site-A is surrounded 
by six Cell atoms, and site B by one Cel atom and 
three CellI atoms. Possible interpretation of our data 
is as follows. The 30% loss of the asymmetry below 
TN originates from the muons at site-A. This is due 
to the SDW order of Cell moments. Remaining signal 
comes from the muons at site-B. The depolarization 
has both the fast relaxation and slow relaxation com­
ponents. The former is the dynamic part due to the 
paramagnetic CellI moments, while the latter is the 
static part due to the ordered Cel moments. In order 
to confirm this interpretation, we will perform exper­
iments in different beam orientations with respect to 
the crystal axis in near future. 

References 
1) K. Umeo, H. Kadomatsu, and T. Takabatake: J. Phys.: 

Condo Matt. 8, 9743 (1996). 
2) K. Motoya: private communication. 
3) D. Noakes: private communication. 

109 



RIKEN Accel. Prog. Rep. 31 (1998) 

Behavior of the Positive Muon in 2H-NhSe2 

W. Higemoto, K. Nagamine, S. Kuroda,* and K. Takita* 

[j.L+SR, CDW, Superconductivity] 

Behavior of the positive muon in the transition 
metal dicalcogenide 2H-NbSe2 was studied by a zero 
field muon spin relaxation (ZF-j.L+SR) technique. 2H­
NbSe2 is known to exhibit two phase transitions. One 
is the Charge Density Wave (CDW) transition at 32 K 
and another is the superconducting transition at 7 K 
in which CDW state coexists. 1) Both transitions are 
related to the change of the electronic states near the 
Fermi surface. It is known that the hopping motion 
or quantum tunneling of muons in metal is related to 
the conduction electrons2) through the electron-drag 
effect, and muon diffusion phenomenon is one of the 
important subjects. We are investigating the relation 
between the muon behavior and CDW state or super­
conducting state in 2H-NbSe2 ' At the same time, the 
transition metal dicalcogenide compound is known to 
be able to intercalate the molecules or atoms into the 
interlayer. In 2H-NbSe2' muon is expected to behave 
as one kind of the intercalants, and its behavior is also 
interesting from the view of the intercalation phenom­
ena. 

ZF-j.L+SR experiment was carried out at Port 2 of the 
RIKEN-RAL Muon Facility. We found that the muon 
spin relaxation phenomena under ZF can be divided 
into four temperature regions from the characteristic 
features of the j.LSR spectra. Figure 1 shows the typi­
cal ZF-j.L+SR spectra in 2H-NbSe2 in each temperature 
region. At 293 K, about half of the implanted muons 
(called fast component) showed a Kubo-Toyabe-type 
spin relaxation, and the rest of the muons (called slow 
component) took a very slow spin relaxation. At 110 K 
(not shown here), we found that the ratio of fraction 
of these two components and its hopping rates change, 
as seen for 63.8 K data in Fig. 1. Such changes of the 
muon states are also observed at 32 K (CDW tran­
sition temperature) and 7 K (superconducting transi­
tion temperature). These facts clearly show that muon 
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Fig. 1. ZF-j.LSR spectra at 293, 63.8, 8.9 (CDW phase) 
and 5.0 K (CDW and superconducting phases). 

states are affected by the CDW and superconducting 
states. The change of the j.LSR spectra found at 110 K 
might be showing a new phase transition. 

Microscopic muon state is very impotant for the 
j.L+SR study of matter. Our result is considered as 
a new feature of the muon behavior, and further inves­
tigation is in progress. 
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p,SR Study on 2D Kagome Organic Magnet, rn-MPYNNBF 4 

1. Watanabe, N. Wada,· H. Yano,· A. Yamaguchi,· K. Awaga,· 
S. Ohira, K. Nishiyama, and K. Nagamine 

Ground state of 2D Kagome magnet, in which 
magnetic moments on Kagome latteices are coupled 
through an antiferromagnetic (AF) interaction, is of 
interest from a view point of a frustrated system. 
The organic antiferromagnet (AFM), m-MPYNNBF 4, 

comprises magnetic layers of an a-nitronyl nitrooxide 
cation allylradical with S = 1/2.1) The radical makes 
a dimer state with S = 1 through a strong inter­
molecular ferromagnetic interaction, and the dimer 
couples antiferromagnetically each other through the 
inter-dimer AF interaction as shown in Fig. 1.2) The 
system has been suggested from a susceptibility mea­
surement to show a spin gap state below 240 mK with 
a non-magnetic ground state.2) If the spin gap state is 
confirmed in this system, it could be the first example 
in 2D systems. 

2!o//m=23.3K 

Fig. 1. Model of a crystal structure of m-MPYNNBF 4. 

Zero-field (ZF) and longitudinal-field (LF) muon 
spin relaxation (p'sR) measurements have been carried 
out on a single crystal of m-MPYMMNF 4 down to 30 
mK to study the ground state of the system. 3) The 
measurements were performed at KEK-MSL by using 
a top-loading dilution refrigerator and an ordinary gas 
flow cryostat. 

Figure 2 shows the ZF -p'sR time spectra obtained 
at 265, 100, 2.9 K and 30 mK. The spectrum at each 
temperature was normalized at t = 0 to compare the 
difference among various time spectra. Any strong en­
hancement of the critical slow down of the dimer spin 
was not observed. Dynamical and static properties of 
the dimer spin is expected to be almost temperature 
independent. The motional narrowing effect due to the 
diffusion of the muon can be observed at the tempera­
ture higher than about 200 K. 

Figure 3 shows the LF dependence of the time spec­
trum at 30 mK. The decoupling behavior by the LF 
was observed. The spectra were analyzed by using the 
dynamical Kubo-Toyabe function. A half width of the 
statically distributed component of the internal field 
was about 10 G. The muon spin is depolarized also by 
the dynamical fluctuating component of the internal 
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Fig. 2. ZF-p'sR time spectra. 
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Fig. 3. Longitudinal-field (LF) dependence of the J.LSR 
time spectrum at 30 mK. 

field with the depolarization rate of about 0.5 /-lsec- 1 . 

It is known that the implanted muon in a crys­
tal which contains F- ion forms a strong F /-IF state 
through a hydrogen bonding.4 ) In this case, the dis­
tance between the F- ion and the muon is about a 
nominal radius 1.16 A of the F- ion. If the muon 
which was implanted in m-MPYNNBF 4 makes such a 
hydrogen bonding with the F- ion, the nuclear dipole 
field of the nearest 19F is estimated to be about 8.5 
G at the muon site. This value is comparable to the 
internal static field distribution at muon sites that was 
obtained from the present /-lSR study. No other addi­
tional field which is expected to be accompanied with 
a magnetic ordering of the dimer spins was observed. 

Therefore, it can be concluded that no clear mag­
netic ordering of the dimer spins can not be expected 
for the dimer spins, and that the ground state of m­
MPYNNBF 4 is non-magnetic. This result supports 
the spin gap feature of this system which has been 
suggested by the susceptibility measurement. 2) 
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jlSR Study of Critical Behavior of p-CI-C6H 4-CH==N-TEMPO 

S. Ohira, 1. Watanabe, T . Ishida,* T. Nogami,* and K. Nagamine 

Organic radical ferromagnets having 2, 2, 6, 6-
tetramethylpiperidin-l-yloxyl (TEMPO) group form 
2D zig-zag networks of N-O radicals in the crystal. The 
stable radicals contribute to their magnetism which 
is considered to reflect their zig-zag sheet structure. 1) 

One of them, p-CI-C6 H4-CH=N-TEMPO, has been 
suggested from an ac susceptibility to show a ferromag­
netic transition. 2) Our previous muon spin relaxation 
(p'sR) measurement revealed clear oscillations of muon 
spins below 0.28 K, where the susceptibility showed a 
peak in its temperature dependence; indicating the ex­
istence of a bulk ferromagnetic ordered state.3 ) From 
these results, some magnetic ordering seems to start 
below 0.4 K, where a divergence of the ac susceptibil­
ity starts. In order to clarify the magnetic state in 
the temperature range of 0.28-0.4 K, we have carried 
out the zero field (ZF) and longitudinal field (LF) ~SR 
measurements on a single crystal of p-CI-C6 H4-CH= N­
TEMPO down to 0.30 K. 

The measurements were carried out at RIKEN-RAL 
Muon Facility by using a 3He cryostat. Figure 1 shows 
the ZF-~SR time spectra. The enhancement of relax­
ation rate due to a critical slow down effect is observ­
able at rvO.3 K. Furthermore, an internal field at the 
muon site also increases rapidly as temperature ap­
proaches to 0.3 K (Fig. 2); indicating that a random 
static internal field due to radical spins appears at the 
muon site above the transition temperature observed 
in the previous ~SR study. 
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Fig. 1. Temperature dependence of ZF -J..tSR spectra. 

The existence of the random static field due to rad­
ical spins was also confirmed by the LF experiment. 
Figure 3 shows the LF-~SR spectra at 0.30 K. The 
time spectra below LF = 200 G can be analyzed by the 
LF Kubo-Toyabe function. Muon spin depolarization 
due to the random dipole field of the radical spins was 
decoupled under LF of about 300 G. This value cor­
responds to the internal field of about 30 G,4) which 
is obviously larger than the nuclear dipole field. This 
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with decreasing temperature, correspond to a critical 
slow down effect and to an appearance of a random 
field due to radical spins , respectively. 
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Fig. 3. Longitudinal field (LF) decoupling at 0.30 K. The 
time spectra under the LF less than ",200 G are well 
fitted by the LF Kubo-Toyabe function . 

component appeared below 0.40 K , at which tempera­
ture divergence of t he ac susceptibility starts. 2

) On the 
other hand, only the dynamical relaxations caused by 
a muonium formation were observed above 0.40 K. 

Because this system has a strong two-dimensionality 
in the magnetic interaction, the magnetic ordering is 
expected to start in the sheet of the N-O radicals . 
Therefore, our ~SR result shows t hat not only the spin 
fluct uation is suppressed, but also the random static 
field due to the radical spins appears, in the sheet be­
low 0.40 K. The static field observed above 0.30 K 
originates from a magnetic ordering state quite differ­
ent from that observed below 0.28 K; it may be caused 
by a fract ionally occurred short-range ordering due to 
an intra-sheet ferromagnetic interaction. From the ac 
susceptibility and ~SR measurements, a crossover from 
2D to 3D ordering is suggested. 
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JL+SR Study of Polaron Motion in Polyanilinet 

F. L. Pratt, K. Ishida, K. Nagamine, S. J. Blundell,*l W. Hayes,*l and A. P. Monkman*2 

Polyaniline (P ANI) is one of a number of conducting 
polymers that have been attracting considerable atten­
tion recently due to the high conductivities achievable 
by doping and due to their potential as highly tai­
lorable semiconducting materials for use in electronics 
and optoelectronics. Understanding the mechanisms 
of polaron motion in such materials is of great im­
portance, both for fundamental and technological rea­
sons. However, the transport mechanisms and their 
relation to the underlying polymer structure and the 
modifications produced by doping are still poorly un­
derstood. One reason for this is that macroscopic elec­
tronic transport measurements such as conductivity 
are dominated by the slowest component of the trans­
port process, which is strongly dependent on the degree 
of order in the sample morphology. On the other hand, 
microscopic dynamical probes such as ESR, NMR and 
J.LSR are much better placed to focus at the local level 
on the intrinsic transport processes governing the mo­
bility of an electronic excitation travelling along a poly­
mer chain. ESR and NMR work best for the doped 
case, since the motional linewidth contributions are 
proportional to the carrier density. In contrast, the 
positive muon is a uniquely sensitive microscopic probe 
of polaron excitations in the undoped state of a con­
ducting polymer, as the muon implantation process 
itself generates an excitation which is initially close to 
the muon site (See Fig. 1). The dynamical properties 
of this muon-generated excitation can then be studied 
via the muon relaxation. 
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Fig. 1. Polyaniline chemical structure and the mobile 
negative polaron created by addition of muonium to 
the polymer. 

As in other unsaturated organic systems, the muon 
picks up an electron to form muonium as it slows 
down in the polymer. This muonium then reacts 
with the polymer, resulting in the muon analogue of 
a hydrogenation reaction (Fig. 1), which corresponds 
to adding a single electron to the lowest unoccupied 
molecular orbital (LUMO) of the polymer. Follow­
ing rapid electronic and structural relaxation of the 
surrounding polymer, a negative polaron is formed, 

Condensed from the article in Phys. Rev. Lett. 79, 2855 
(1997) . 

*1 Department of Physics, University of Oxford 
*2 Department of Physics, University of Durham 

which is centred on a quinoid ring (Fig. 1). After cre­
ation, the polaron can easily move away from its initial 
site and diffuse up and down the polymer chain at the 
intrachain diffusion rate D II , with occasional hops to 
adjacent chains controlled by the inter-chain diffusion 
rate D..l. The measured muon relaxation data were 
fitted using a theory for a muon interacting with a 
rapidly diffusing electronic spin defect. In the regime 
of fast ID diffusion, the relaxation parameter r has an 
inverse magnetic field dependence, which allows esti­
mation of D II . As the field is reduced there will be a 
cut-off to the inverse field dependence of r due to a 
crossover to a 3D diffusion regime, which occurs when 
the polaron Larmor frequency becomes smaller than 
D..l. This crossover can be used to estimate D..l. 

The temperature dependences of the diffusion rates 
DII and D..l are shown in Fig. 2. DII shows a weak 
metallic temperature coefficient at low temperatures 
that becomes rather stronger above 150 K. Between 
150 and 200 K the diffusion rate is inversely propor­
tional to temperature, which is suggestive of phonon 
limited transport. A fall in DII (increase in r) occurs 
above 150 K. We associate this with polaron scattering 
by phenyl ring librations, which couple strongly to the 
electronic excitations. In contrast to D II , it can be seen 
that the interchain diffusion D..l shows an activated 
semiconducting behaviour and it increases sharply in 
the region above 150 K where DII is decreasing with 
temperature. This strongly suggests that the ring ro­
tation is assisting the interchain transport, whereas it 
hinders the metal-like intrachain motion. 
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Fig. 2. Intra-chain (D II ) and inter-chain (Dl.) polaron dif­
fusion rates deduced from the muon relaxation in PAN!. 

One important difference between P ANI and the 
simplest conducting polymer polyacetylene is the lack 
of charge conjugation symmetry in the former. This 
produces a dramatic difference between the mobilities 
of positive and negative polarons. The negative po­
laron is relatively mobile, whereas movement of a pos­
itive polaron requires large ring rotations, making it 
much more massive and immobile. Protonation pro­
duces positive polarons and previous diffusion studies 
of these positive polarons using ESR have shown an 
activated DII below 150 K, in stark contrast to the 
metal-like behaviour seen here. 
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Muon Studies on the Weak Charge Transfer System 
Anthracene / Tetracyano benzene 

R. M. Macrae, R. Kadono, K. Nagamine, and J. U. von Schiitz* 

Binary complexes produced by co-crystallisation of 
two planar aromatic compounds with moderately dif­
ferent electron affinities have a charge-neutral ground 
state but display a degree of charge transfer behaviour 
in their electronically excited states. 1) Donor-acceptor 
alternation in the lattice leads to increased librational 
freedom, resulting in molecular reorientational dynam­
ics and order-disorder phase transitions. Additionally, 
triplet excitons produced by 81 +-80 excitation in these 
systems have a high degree of mability in the lattice, 
with hop dimensionality partially controlled by the de­
gree of charge transfer in the Tl state. Muon spin ro­
tation offers the possibility of simultaneous study of 
these two phenomena, using the free radicals gener­
ated by muonium addition to probe the behaviour mi­
croscopically through orientational averaging and elec­
tronic relaxation processes affecting the muon-electron 
hyperfine interaction.2,3) 

The first studies were carried out on anthracene/ 
tetracyanobenzene, which shows a phase transition at 
207 K related to averaging of the anthracene molecules 
between two symmetrically-related local minima and 
has largely in-stack exciton transport. 1) The possible 
muonium adducts to A and TeNB are shown in Fig. I. 
ALC-pBR studies at PSI revealed the presence of at 
least four radicals, with ~M = 1 resonances at 7436, 
8442, 11509, and 13800 G respectively, corresponding 
to Ap, = 203, 230, 316, and 368 MHz. In order to assign 
these signals, ab initio calculations were carried out at 
RIKEN using Gaussian 94.4 ) The isotropic (Fermi con­
tact) parameter was computed using the UHF and UB­
PW91 approximations, using the basis sets 6-31G and 
6-31G(d,p) respectively. The results are displayed in 
Table 1. The disagreement between techniques is a re­
sult of spin contamination in the UHF wavefunction: 
the UB-PW91 values are likely to be more reliable. 
The strong signals at 7436 and 11509 G are tentatively 
assigned to A3 and AI. The smaller signal at 8442 G 
may be from a minority crystallographic A3 site or 
may point to a misassignment of AI, while the weak 

Fig. 1. Possible Mu addition sites to A and TCNB. 
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Table 1. Calculated isotropic hyperfine parameters for M u 
adducts to A and TCNB. 

Radical AIL/MHz Radical AJ.L/MHz 
UHF UBPW UHF UBPW 

Al 427 242 Tl 513 396 
A2 465 291 T2 468 319 
A3 369 167 T3 691 351 
A4 930 697 T4 654 

line at 13800 G may be due to T3, the most stable 
TCNB adduct. 

Preliminary studies were carried out at RIKEN-RAL 
towards the observation of reorientational dynamics by 
time-dependent LF p,SR spectroscopy. A temperature 
scan at 250 G revealed a discontinuity in the total 
time-zero asymmetry at 210 K, with about 20% of the 
full asymmetry missing above this temperature (see 
Fig. 2). This is consistent with a relaxation process af­
fecting the muonium precursor state, possibly a result 
of a longer Mu lifetime in thevibrationally-averaged 
lattice. Future work will involve direct 81 +-80 laser 
irradiation synchronous with the J..L+ implantation in 
order to study interactions between the mobile Tl state 
and the probe radicals. 
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Fig. 2. ARGUS results for A/TCNB: total initial asym­
metry against temperature at B = 250 G. 
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Electronic State of JLAI Pseudo-Acceptor Centers 
in Si Probed by J.L-SR 

R. Kadono, F. L. Pratt, 1. Watanabe, and K. Nagamine 

It is known that the electron paramagnetic reso­
nance (EPR) signal associated with acceptor centers 
is hardly observed in elemental semiconductors due to 
fast electron spin relaxation,l) which has been a se­
rious obstacle to the study of electronic structure of 
active centers. The implanted negative muon forms a 
spin-polarized acceptor center and thereby the nega­
tive muon spin rotation (p,-SR) may serve as a com­
plementary technique to provide microscopic informa­
tion. Recently, a couple of p, - SR results in crystalline 
silicon were reported,2,3) although there remains some 
disagreement with each other. In this short note we 
report our preliminary results of p, - SR study in crys­
talline silicon. 

The experiment was conducted at the port-2 chan­
nel of the RIKEN-RAL Muon Facility. A negative 
muon beam with a momentum of 50 Me V / c was im­
planted into the sample consisting of 10 intrinsic c-Si 
wafers in stack ([111], resistivity ~ 2.2 kncm, total ",3 
mm thick) and time-differential TF-p,SR spectra were 
obtained by the ARGUS spectrometer.4 ) The applied 
magnetic field was 4.0 mT, which is considerably lower 
than those reported in Refs. 2, 3 (see below). The long­
lived background rate was such that the electrons from 
p,-Si muonic atoms (lifetime'" 0.8 p,s) were clearly ob­
served over 6 p,s range. 

Figure 1 shows the observed electron decay asym­
metry of p,-Si (=J-LAl, which is diamagnetic as inferred 
by the frequency) versus temperature. The asymmetry 
decreases as temperature is lowered below 40 K, disap­
pearing almost completely at 10 K. This result is qual­
itatively in good agreement with Ref. 2 and strongly 
suggests the paramagnetic precursor state undergoing 
fast relaxation. The change of asymmetry observed 
at 4.0 (this work) and 40 mT2) is absent at 80 mT,3) 
thereby suggesting that the hyperfine field for the pre-
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Fig. 1. TF -p.SR asymmetry of the J.LAI acceptor centers 
in c-Si. Solid curve is a fit with the model described in 
the text. 

cursor state may be 101.5 mT. 
The hyperfine parameter is more precisely deter­

mined by measuring the field-dependent recovery of 
the asymmetry under a longitudinal field B (i.e., LF­
repolarization). The data at 10 K are shown in Fig. 2, 
where the solid curve is a fit assuming the isotropic hy­
perfine parameter Wo between J-LAI spin and the outer­
most shell electrons so that the polarization is given by 

(1) 

where x = IJ-LB/wo, v is the spin/charge exchange in­
teraction rate for the paramagnetic precursor state, 
and K, is the rate of transition to the final diamagnetic 
state.5) The same model also applies to the TF data 
in Fig. 1 with an appropriate temperature dependence 
for K,: 

( 
-1) 2+4(K:/WO)2(l+2v/K:)2 

P
xy 

t »wo = 3 + 2V/K: + 4(K:/wO)2(l + 2v/K:)2' 

K: = K:O exp( -Ea./kBT). 

(2) 

(3) 

The fitting analysis yields the hyperfine parameter 
wo/27f = 2.80(61) GHz. The value is considerably 
smaller than that for the interstitial center (Le., 16.13 
GHz scaled from EPR result) and suggesting the sub­
stitutional center (J-LAIO).6) Detailed theoretical calcu­
lation is now in progress. 
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Fig. 2. LF-repolarization of the p.-e decay asymmetry in 
c-Si at 10 K . 
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Development of an RF Resonance System for Pulsed 
Muon Beam Method at RIKEN-RAL 

1. Watanabe and K. Nagamine 

Muon spin resonance (p,SR) method using a radio 
frequency (RF) field in a strong longitudinal field (LF) 
is a good microscopic method to investigate hyperfine 
interactions, static distributions, and dynamics of a 
local field at a muon site in magnetic materials. 1,2) 

One of strong advantages of the RF-p,SR is that the 
hyperfine field at the muon site can be obtained in 
a decoupled condition. Therefore, a final muon state 
after some chemical reaction processes in which a muon 
spin polarization is lost by dephasing can be measured, 
because the time dependence of the muon state can 
be obtained by changing the times of RF triggering. 
The other advantage is that the spin susceptibility of 
magnetic moments at the muon site can be obtained. 

In order to generate the RF field of a couple of ten 
Gauss perpendicular to the LF, the peak RF power 
close to 100 kW has to be applied; so that a muon 
spin can complete its transition within the lifetime of 
muon. Such a strong RF field can only be achieved 
with a low duty factor. In the case of a pulsed muon 
beam, the RF field can be synchronized with a burst 
of the muon beam pulse and is applied for at most 30 
p,sec of the p,SR time range compared to the lifetime 
of muon (2.2 p,sec). Since a short RF pulse results in 
a low duty factor , a high peak power of the RF field 
can be realized. 

RF resonance techniques with pulsed muon beam 
have been established at KEK/MSL. 2) Because a lot of 
data points are needed to determine one resonance fre­
quency at a fixed temperature, an intense muon beam 
is essential for the accuracy of data and for the effi­
ciency of data acquisition. Therefore, an intense pulsed 
muon beam at RIKEN-RAL Muon Facility too is very 
favorable for the RF-J,.£SR experiments. We report here 
the development works of an RF resonance system at 
RIKEN-RAL Muon Facility. 

Figure 1 shows an electric circuit diagram of the 
present RF resonance system. We chose a high­
impedance matching system in which two variable ca­
pacitors are used to achieve a good transmission of the 
RF power. Advantages of this system are that a reflec­
tion of the RF power can be minimized while a high-Q 
value of the system can be achieved due to a small L-C 
tank circuit. 

Figure 2 shows a test probe of the RF system. The 
designed frequency range is from 30 to 60 MHz. The 
coil with a target specimen can be cooled down to 1.5 
K by using an existing gas-flow type cryostat. Two 
variable capacitors were made by ceramics. An elec­
trode made of Cu-foil was wound around on a sur­
face of the ceramic tube. An inner electrode can be 
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Fig. 1. Electric circuit diagram of the developed 
RF-resonance system. 

Fig. 2. The RF system testing probe made by the author. 

moved mechanically up and down to vary the capaci­
tance. A maximum capacitance was about 100 pF for 
the matching capacitor and about 50 pF for the tank­
circuit capacitor. A sample coil was fabricated from 
the Cu foil with thickness of 10 p,m and was wound 
around on an insulating coil holder. The coil width 
was 2 mm. A thin coil is important for the surface 
muon to pass through the coil. The coil aperture was 
30 mm x 6 mm with length of 40 mm, which was large 
enough to put p,SR samples in it. The measured Q­
value of the system ranged from 30 to 40. 

Figure 3 shows a wide-band pulsed RF amplifier 
(AMT, Model-3445). The maximum output power is 2 
kW and gain 66 dB. For easy maintenance, we chose an 
air-cooled solid-state amplifier which uses transistors 
to amplify the pulsed RF. Because the high-Q system 
was chosen, we did not need a high power RF source to 



Fig. 3. Wide-band pulsed RF power amplifier AMT 
Model-3445, whose maximum output is 2 kW. 

achieve the strong RF field. The RF power is transmit­
ted to the tank circuit through a 50 n co-axial cable. 

By using this test probe, we applied the RF reso­
nance technique to investigate magnetic properties of 
an insulating oxide, LaCo03, as a demonstration of the 
developed RF resonance system performance. Back­
ground physics of this oxide are already reported in 
a separate contribution. 3 ) The adopted RF frequency 
was 40.000 MHZ. The pulse width was about 30 p,sec 
with a repetition rate of 50 Hz, so that the duty factor 
was 0.15%. The rising time of the RF field was about 
250 nsec, which was fast enough for the RF-p,SR. The 
output power was 150 W. 

Figure 4 shows obtained typical RF-p,SR time spec­
tra. At the time of resonance, the precession frequency 
around the RF field is minimized, but the precession 
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o 5 to 15 20 

t (Ilsec) 

Fig. 4. RF-JLSR time spectra obtained at 300 K. The 
spectrum at the bottom shows the muon spin rotation 
around the RF field under a just-resonance condition. 
The other two spectra show the muon spin rotation un­
der off-resonance conditions. 

amplitude is maximized. The applied RF field was 
found from the precession frequency to be about 8 G. 

Figure 5 shows the resonance curves obtained at 300 
K and 100 K. Dashed lines show the reference res­
onance curves obtained from the same measurement 
but on carbon powder. These references show a zero­
shift. The shift of the resonance frequency was 2 and 
6 G at 300 and 100 K, respectively. The shift is cor­
responding to the paramagnetic shift caused by the 
hyperfine field at the muon site. This tendency of the 
temperature dependence of the hyperfine field at the 
muon site is consistent with that of the Co-spin sus­
ceptibility obtained by a 59CO-NMR measurement.4) 

Therefore, this fact shows that the obtained hyperfine 
field at the muon site is originated from the spin sus­
ceptibility of the Co-spin. These results indicate that 
we can study, under the decoupled longitudinal field, 
the hyperfine interactions between the muon spin and 
the magnetic moments by using this RF-p,SR system 
with the experimental tolerance of 0.1%. 
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Fig. 5. Resonance curves at 300 K and 100 K. The dashed 
lines show the resonance curves of carbon powder as a 
reference of zero-shift resonances. .6. is a halfwidth of 
the resonance curve. 
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The Jump Mechanism of Self-Interstitials in Pure Iron 

Y. Yoshida, Y. Kobayashi, F. Ambe, E. Yagi, R. Sielemann,*1 
A. Feinauer,*2 and A. Seeger 

The jump mechanism of self-interstitials is still not 
well understood in pure Fe and appears to be one of the 
most important problems in the field of point defects 
in metals. However, no direct observation of the jump 
processes of the self-interstitials in pure Fe has been 
achieved yet. The in-beam Mossbauer spectroscopy 
using the 56Fe( d,p )57Fe reaction by a deuteron beam 
from the RIKEN AVF -Cyclotron is now opening a pos­
sibility to study the elementary jump process of self­
interstitials in a pure single crystal iron. I) The ex­
cited probes of 57Fe were produced in a natural-Fe 
single crystal by the 56Fe( d,p )57Fe reaction, followed 
by its ejection from the normal lattice sites due to 
the highly energetic deuteron, which may produce the 
self-interstitials of Fe. In order to determine the jump 
vectors of the interstitial 57Fe atoms, the angular de­
pendence of Mossbauer spectrum was measured at dif­
ferent crystal orientations. 

There was, however, a difficult problem due to 
the thickness ( 1 mm) of the sample used in the 
experiments I) till recently, which caused an additional 
complexity to the experimental results. The problem 
was an accumulation of the deuterons stopped about 
100 p,m of depth, close to the surface, which gave a 
strong effect on the spectrum, so that it was rather 
difficult to extract information on the jump processes 
of the self-interstitials from the spectra. In the present 
investigation, however, we have succeeded to make a 
thinner sample as thin as 100 p,m, which made us 
possible to measure Mossbauer spectra without any 
deuteron accumulation. 

The angular dependent Mossbauer spectra at 400 
and 150 K are shown in Figs. 1 and 2, respectively, 
which correspond to the temperatures above and be­
low the stage I, which is a recovery stage of the self­
interstitials in pure iron. This means that the self­
interstitials will start migrating within a time scale of 
the practical measuring time, i.e., 100 ns in the 57Fe 
Mossbauer spectroscopy. The spectra of Figs. 1 and 2 
were fitted using two six-lines: one component with a 
larger magnetic splitting corresponds to the substitu­
tional Fe, and the other with a smaller magnetic split­
ting to Fe atoms on a defect site. It may be possible 
now to compare the area intensities of defect compo­
nents as a function of the angle with those predicted 
from different jump models.2) The result will be pub­
lished elsewhere. 

*1 Hahn-Meitner Institute Berlin, Germany 
*2 Max-Planck-Institute Stuttgart, Germany 
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Fig. 1. The angular dependence of the Mbssbauer spectra 
at 400 K for the detection direction between (100) and 
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Fig. 2. The angular dependence of the Mbssbauer spectra 
at 150 K for the same detection as Fig. 1. 

References 
1) Y. Yoshida et al.: RIKEN Accel. Prog. Rep. 29, 111 

(1996); RIKEN Accel. Prog. Rep. 30, 103 (1997). 
2) A. Feinauer et al.: HMI-Berlin Ann. Rep. B 540, 11 

(1995). 

119 



RIKEN Accel. Prog. Rep. 31 (1998) 

Dynamic Behavior of 57Fe Atoms in Solid Ar and Solid Xe 

Y. Yoshida, Y. Kobayashi, K. Hayakawa,* K. Yukihira,* 
S. Nasu, and F. Ambe 

After Coulomb-excitation and recoil-implantation of 
57Fe into solid Ar and solid Xe, we observed1) the 
Mossbauer spectrum consisting of two broad single­
lines at 5 K, which further showed a motional averag­
ing at 20 K in the solid Ar and at 50 K in the solid 
Xe, respectively. This suggests that the Fe atoms start 
jumping already at 5 K between different lattice sites in 
the solid-state face-centered-cubic (FCC) inert gases. 
During the course of the experiments, however, it was 
noticed that the magnitude of the line broadenings of 
both components changed considerably from one spec­
imen to another, even if the spectra were measured at 
the same temperature by implanting the same num­
ber of 57Fe atoms into the inert-gas solids. In order 
to solve this problem, we have performed a systematic 
data taking as functions of the temperature, the Fe 
dose , and the thickness of specimen. 

The thickness of the samples was varied roughly be­
tween 0.2 and 1 mm by changing the total amount of 
the Ar-gas condensed on a copper substrate. After the 
condensation at 70 K, the specimen was cooled down to 
the experimental temperatures between 5 and 30 K fol­
lowing the coexisting curve of the Ar solid-gas phases. 
The cooling rate was 1 K/min. Finally, we obtained a 
transparent crystal with a typical mosaic size of 5 mm. 
The Ar beam intensity was 15pnA, which allowed us 
to evaluate a Mossbauer spectrum every three hours 
to follow a development of the spectral shape. The 
total number of 57Fe atoms implanted into the solid 
Ar was estimated to be 1 x 1010 /cm2 after a typical 
measurement time for 8.6 x 104s. 

Figure 1 shows the 57Fe Mossbauer spectra in the 
solid Ar at different temperatures for the specimens 
with different thicknesses; each column, from the left to 
the right, corresponds to the estimated thickness of 0.2, 
0.8 , and 1 mm, respectively. It is clearly seen that the 
line width of the singlet at the left-hand side increases 
not only with increasing temperature, but also with 
increasing the thickness of specimen. In addition, the 
spectra became broader with increasing the measuring 
time, which are not shown in this report though. 

In the former works2) on 57Co/57Fe into solid Ar , 
a 3d7 state and a 3d64s1 state were observed, but 
in the present experiment , both components are not 
seen in these spectra. The isomer shift for the com­
ponent at the right hand side in Fig. 1 is very close 
to that of the "FeD monomer state (configuration 
3d64s2 ) " , which was reported in an experiment after 
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Fig. 1. 57Fe Mossbauer spectra in the solid Ar at dif­
ferent temperatures for the specimens with different 
thicknesses: Each column, from the left to the right, 
corresponds to the thickness of 0.2, 0.8, and 1 mm, re­
spectively. 

the coevaporation2) of 57Fe together with Xe gas. Ac­
cordingly, this component may be assigned to the Feo 
state. On the other hand, the broader component at 
the left-hand side appears to be the first observation 
in the inert-gas solids, and may correspond to either 
the Feo state on a different lattice site, or a different 
ionic state such as Fe2+ or Fe3+. 

In the present experiments, the implantation depth 
and the dose of 57Fe atoms and even the quality of 
the crystals are supposed to be quite identical for 
all the spectra corresponding to the different thick­
ness. Therefore, the observed line broadenings can not 
be attributed to the defects produced during the Fe 
slowing-down process, but rather to a charge-up effect 
introduced by the highly ionic 57Fe. The accumulated 
charges may cause an electric field to the 57Fe ions, 
leading to an enhancement of the atomic jumps. In 
order to understand the fast dynamic behavior of the 
Fe atoms in the solid Ar, however, both the charge 
distributions induced by the 57Fe ions and its relax­
ation process must be further quantitatively investi­
gated. The details will be published elsewhere. 
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57Fe Mossbauer Studies Using 57Mn Nuclei 
Implanted into Al and Si 

Y. Kobayashi, Y. Yoshida, K. Hayakawa,* K. Yukihira,* A. Yoshida, 
Y. Watanabe, N. Aoi, S. Nasu, and F. Ambe 

Energetic radioisotope beams (RI-beams) which are 
produced as secondary beams have become very at­
tractive in the fields of materials science. Since the 
implantation energy into materials can be in the or­
der of Ge V, the beams would enable to modify the 
microstructures and to synthesize novel species in ma­
terials on a scale of several hundred p,m in depth. We 
can make use the most of RI-beams not only as nu­
clear probes to obtain atomic information of the mate­
rials immediately after implantation, but also as tools 
to change the physical and chemical properties of ma­
terials. We report here the results obtained from the 
in-beam Mossbauer studies on 57Fe/57Mn in Al and Si. 

Energetic 57Mn nuclei (T 1/2 = 1.45 min) were pro­
duced by the projectile fragmentation process of an 80 
A MeV 59 Co beam. The 59 Co beam reacted against 
a production target of 185 mg/cm2 Be. The reaction 
fragments were collected and analyzed by in-flight iso­
tope separation using the RIPS (RIKEN Projectile­
fragment Separator). To stop the 57Mn nuclei in the 
specimen for implantation, we suppressed the beam 
energy using a degrader of a 500-J.Lm-thick Al plate. 
The implantation intensity of 57Mn atoms were esti­
mated to be typically 2 x 105 particles/so We used two 
specimens: an Al foil and a single crystal of Si wafer 
with thickness of 135 mg/cm2 and 117 mg/cm2 , re­
spectively. The experimental set-up and details were 
described in Ref. 1. 

The Mossbauer spectrum of 57Fe having decayed 
from 57Mn in the Al foil was measured at 30 K, as 
shown in Pig. 1. A single component was observed in 
the Mossbauer spectrum, and this broad line was fit­
ted with the isomer shift, 1.S. = -0.53 (5) mm/s and 
r = 0.64 (8) mm/s. The obtained value for 1.S. co­
incides with that for substitutional 57Fe atoms in Al 
observed in the in-beam experiment after the Coulomb 
excitation and recoil-implantation. 2) However, no lines 
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Fig. 1. Mossbauer spectra of 57Fej57Mn in Al at 30 K. 
(The total measuring time was 10 h.) 
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Fig. 2. Mossbauer spectra of 57Fej 57Mn in Si at 24 K. 
(The total measuring time was 12 h.) 

corresponding to 57Fe in interstitial sites, as observed 
remarkably at the low temperature less than 30 K in 
the Coulomb excitation experiment, were observed in 
the present experiment. 

The implantation of 57Mn beam into the Si wafer 
was performed at 24 K. The spectra consists of two 
component, as shown in Fig. 2. In the case when it 
was analyzed with two Lorentzian curves, it was fitted 
with a relatively sharp line at around -1 mm/ s and a 
very broadened line at around 0.1 mm/s, respectively. 
The line at lower velocity appears to correspond to 
the interstitial 57Fe in Si, which was observed in the 
in-beam experiment after the Coulomb excitation and 
recoil-implantation. 3) 

It is quite interesting that there are differences in 
the results between the projectile fragmentation reac­
tion and Coulomb excitation/recoil-implantation ex­
periments. This is considered due to the entirely dif­
ferent range of time involved for measurement after 
the implantation in both experiments: 57Mn possesses 
a much longer half-life of 1.45 min in contrast to 57Pe 
half-life in the excited level (T1/ 2 = 98 ns). Alterna­
tively, the observed difference is ascribed to the final 
chemical state of implanted 57Mn nuclei different from 
that of 57Fe nuclei. 

In conclusion, we have successfully observed, for the 
first time, Mossbauer spectra of the 57Pe/57Mn nu­
clei implanted into specimens as an energetic RI-beam. 
Implantation of the projectile fragments separated by 
using the RIPS can open a new possibility to use as 
many kinds of short-lived nuclear probes for solid-sate 
and materials science. 
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Coulomb Excitation in In-beam Mossbauer Spectroscopy 

Y. Hsia,* Y. Kobayashi, and F. Ambe 

The differential excitation cross-section for the elec­
tric excitation EA of nuclei is1) 

(
Z1e)2 2>. 2 daE>' = hV a- + B(E)")d!E>.(B , f,) (1) 

where 

4rr2 1 (rr) 12 2 . -4 (B) dIE>. = (2)" + 1)3 L: Y>'/.L 2 ,0 Il>./.L(B, f,) 1 sm 2" dD 
/.L (2) 

Here, V is the velocity of the projectile, a (= ~:f,r~2) 
the half distance of closest approach in a head-on col­
lision, Zl and Z2 the charge numbers of the projectile 

and target nuclei, and mo ( = A~~t12 u) their reduced 

mass. B(EA, Ii -t If) is the reduced transition proba­
bility associated with the multipole order EA. The or­
bital integrals 1>./1- ((},~) for E2 Coulomb excitation has 
been calculated by numerical methods as a function 
of the scattering angle () in the center-of-mass system 
with a parameter ~ (= at:). 

The motion of projectile in the Coulomb field of 
nucleus is characterized by Sommerfeld parameter 1}: 

1} = ZlZ2e2/TiV which is the effective strength of the 
interaction. 

The M6ssbauer state of 57Fe is excited via E2-
transitions to the 5- /2 and 3- /2 states at 136 and 
366 keY. About 90% of their population decays into 
the M6ssbauer state at 14.4 keY. The 57Fe Coulomb 
excitation processes in in-beam M6ssbauer study are 
mainly E2 processes (see Fig. 1). The M6ssbauer 
state 14.4 keY is hardly excited directly due to its 
small B(E2) value (9.7e2 fm4). The collision parame­
ters were evaluated under the experimental conditions 
of the AVF Cyclotron at RIKEN. 2) The related pa­
rameters are: (1) the initial projectile velocity Vi = 

/'f!; = 0.073c and the final relative velocity Vf = 

. !2(E-6.E) = 0.073c. Here tlE' = (1 + &) tlE is V mI ' A2 
the excitation energy. For the process I, tlE~ = 231 
keY, and tlE~I = 622.8 keY for the process II. (2) 
the relative excitation energy parameter ( is defined 
by: ( = 6.:'. Therefore, (I = 3.97 X 10-3 « 1, 
(II = 1.07 X 10-2 «1. (3) Sommerfeld parameters. 
Both initial value 1}i and final value 1}/ are close to 
46.8 . They are much larger than 1. This implies that 
the process can be described semi classically. (4) Sym­
metrized parameter of orbital. Generally, the orbit is 
not a perfect hyperbola, because the projectile loses its 
energy during the excitation process. However, in our 

case, Vi ::::::: Vf and a = !~t~~~ = 5.73 fm. Therefore, 
we have a symmetrical orbital. (5) A parameter ~ for 
excitation cross-section function, f E)" (~), defined by 
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For 57Fe Coulomb excitation, 6 = 0.055 and 6 I = 
0.147. 

As mentioned above, the excitation cross-section 
function can be calculated by the semiclassical approx­
imation. According to fE2(1}i = oo,~) tabulation in 
Ref. 3, fk2 = 0.88 and fk~ = 0.80 for 6 = 0.055 and 
~II = 0.147. Using the experimental value of B(E,A) , 
Bk2 = 410e2 fm4 and Bk~ = 320e2 fm4, we obtain the 
excitation cross-section from Eq. (1) as ak2 = 822 mb 
and ai/2 = 583 mb. 

The ,-emission from the Coulomb excited nucleus is 
not isotropic. The differential excitation cross-section 
for E2 excitation can be calculated according to Eqs. 
(1) and (2) with A = 2 and () = (}c which is the scat­
tering angle in the center-of-mass system. 

Pure Coulomb excitation is only realized under the 
condition that the kinetic energy of the heavy-ion pro­
jectile is lower than the Coulomb barrier. Coulomb 
barrier is given by EB = Z1 Z2e2 / R with the effective 
radius R of interaction 

R = TO (A~ / 3 + A~ /3) , 

where ro = 1.5 fm. The experimental condition at 
RIKEN is EB = 61.8 MeV. On the other hand, the ki­
netic energy E of the projectile should be high enough, 
otherwise the collision becomes adiabatic and the ex­
citation cross-section becomes small. From Ref. 2, the 
lower limitation should be written as 

(
A) 1/3 

E > 0.2Z1 Z~ (Z26.E)2 /3 

where both tlE and E are in the unit of MeV. There­
fore, the best bombarding energy of the projectile un­
der the experimental condition at RIKEN should be in 
the region of 21.0 MeV < E < 61.8 MeV. 
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Multitracer Study on the Permeation of Rare Earth Elements 
through a Supported Liquid Membrane 

S. Ambe, T. Ozaki, S. Enomoto, and F. Ambe 

Separation by means of supported liquid membranes 
is a useful method for the preparation and preconcen­
tration of radioactive nuclides. The permeation of rare 
earth elements through a bis(2-ethylhexyl) hydrogen 
phosphate-decalin membrane supported on a microp­
orous polytetrafluoroethylene sheet was studied using 
a multitracer containing the radioactive nuclides of Sc, 
Zr, Nb, Hf, ee, Pm, Gd, Yb, and Lu. 

Disks of Au were irradiated by a 135 MeV/nucleon 
12C, 14N, or 160 beam accelerated by the RIKEN Ring 
Cyclotron. The Au was removed from a multitracer 
by chemical separation procedures. The multitracer in 
the aqueous solution was separated into three groups 
by a cation exchange resin. The rare earth element 
group which also contained Zr, Nb, and Hf was stored 
in 3 mol dm- 3 HeI. One hundred p'! of the group 
tracer solution was added to the feed solutions, and the 
acidity of the solutions was adjusted to be 0.4, 0.3, 0.2 
mol dm -3 Hel, pH 1.4, 2.4, and 3.4. As for receiving 
solutions, 0.5, 0.75, 1.1, 2.3, and 4.0 mol dm-3 Hel 
solutions were used. 

The permeation of rare earth elements from the feed 
solutions of 0.4, 0.3, 0.2 mol dm-3 HCI, pH 1.4, 2.4, 
and 3.4 into the 0.5 mol dm- 3 HCI receiving solution 
was carried out. Among the various feed solutions, 
the solution at pH 1.4 gave the highest permeation 
rate for Ce, Pm, and Gd, amounting to about 95% of 
permeation for Ce and Pm, 80% for Gd, and 10% for 
Yb in 21 h. Scandium, Zr, Nb, Hf, and Lu were not 
transported at all from the feed solution. 

The permeation of rare earth elements from the feed 
solution at pH 1.4 into the 0.75, 1.1, 2.3, and 4.0 
mol dm- 3 HCI solutions was carried out. Figure 1 
shows the transport rate of the rare earth elements 
from the feed solution at pH 1.4 into the 4.0 mol dm- 3 

HCI receiving solution. The percentage of permeation 
of the elements from the receiving solutions of differ­
ent Hel concentration at 21 h is shown in Fig. 2. An 
increase in the Hel concentration of the receiving so­
lutions enhanced the permeation of Gd, Yb, and Lu 
markedly. 

The enhanced permeation of Gd, Yb, and Lu into 
the 4.0 mol dm- 3 HCI receiving solution indicates that 
the back-extraction is a rate-determining step in the 
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Fig. 1. The transport rates of lanthanide ions from the 
feed solution at pH 1.4 to the 4.0 mol dm-3 Hel receiv­
ing solution through a membrane with bis{2-ethylhexyl) 
hydrogen phosphate-decalin in the ratio of 1. 
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Fig. 2. Percentage transport of lanthanide ions from the 
feed solution at pH 1.4 to the 0.75, 1.1, 2.3, and 4.0 
mol dm -3 Hel receiving solutions through a membrane 
with bis{2-ethylhexyl) hydrogen phosphate-decalin in 
the ratio of 1 after 21 h-permeation. 

permeation of heavy rare earth elements, because they 
form stable complexes with bis(2-ethylhexyl) hydrogen 
phosphate in the membrane. Scandium, Zr, Nb, and 
Hf were not detected even in the 4.0 mol dm-3 Hel 
receiving solution. 
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Model Study of Acid Rain Effect on Adsorption of 
Trace Elements on Soils (III) 

H. Wang, S. Ambe, N. Takematsu, and F. Ambe 

Acid rain has bad effects not only on vegetation but 
also on soils. It changes the adsorption or retention of 
many elements in the soil-pore water system, which in 
turn exerts a significant influence on the availability of 
nutrient elements for plants. 

In our previous papers, adsorption of many trace el­
ements on kaolin, forest soil, and Kureha Soil from a 
model acid rain (pH 1.8-5.6) has been studied using 
the multitracer technique. 1,2) In this report, black soil 
(original and without organic matter) was used as an 
adsorbent to investigate the effect of organic matter on 
the adsorption of trace elements, because soil is prin­
cipally composed of aluminosilicates (clay minerals), 
organic matter (humic substances), and Fe-Mn oxides. 

The black soil is from the Mt. Nasu system 
(Fukushima prefecture) and its content of organic car­
bon is 12.5% (about 25% as organic matter). The or­
ganic matter was removed by heating with 30% H2 0 2 

at 80 °C for 2 hours. Three hundred (300) mg of soil 
was suspended in 10 ml of the model acid rain contain­
ing the multitracer (Be, Sc, Mn, Fe, Co, Zn, As, Se, 
Rb, Sr, Y, Zr, Tc, Ru, Rh and Re). The suspension 
pH value was adjusted to a desired value (1.8- 5.6) with 
HCl or NaOH solution. After equilibrium (shaking for 
several days) , the suspension was centrifuged. The pH 
value and the ')'-ray spectrum of the supernatant were 
measured. The adsorption percentage of each element 
was calculated by comparing the ')'-ray intensities at a 
given energy before and after adsorption. 

In general, the pH dependent adsorption of elements 
on the black soil (Fig. 1) is similar to that on all the 
soils examined so far , although absolute adsorption 
percentages are varied. The adsorption of cationic ele­
ments increases with the increase of pH, whereas that 
of anionic elements (As, Se, Tc and Re) is vice versa. 
The adsorption of Sc, Fe and Zr is higher than that of 
other cationic elements. These trends can be explained 
by the complex formation between surface functional 
groups and cations or anions. 

The adsorption of Zr , Ru, Rh, As, and Se on the 
black soil is not appreciably affected by the removal of 
organic matter, although that of Zr, As, and Se is too 
high to discriminate between the soils with and with­
out organic matter. On the other hand, the removal of 
organic matter causes a distinct adsorption decrease 
of Be, Sc, Mn, Fe, Co, Zn, Rb, Sr, Y, Tc, and Re, 
especially of Tc and Re. 

The organic matter in soil (humic substances) have 
high contents of carboxyl and phenolic hydroxyl groups 
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Fig. 1. The pH effect of model acid rain on the trace 
element adsorption on black soil and on soil without 
organic matter. 

as ligands, with which a broad range of elements can 
make complexes. This is the main reason why the ad­
sorption of many elements decreases after removal of 
organic matter. 

In brief, the experimental results of this study pre­
dict that acid rain will reduce the retention of cationic 
elements in soil and that it will enhance the retention 
of anionic elements. The contents of organic matter 
and oxides in soil affect the extent of adsorption, and 
their pH dependence of adsorption is similar to that of 
aluminosilicates. 
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Simultaneous Determination of Stability Constants of Humate 
Complexes with Various Metal Ions Using Multitracer Techniquet 

Y. Takahashi, Y. Minai, S. Ambe, Y. Makide,·1 F. Ambe, and T. Tominaga*2 

Complexation with humic acid, naturally occurring 
organic polyacid, has been recognized as an impor­
tant factor controlling the behavior of various elements 
in the natural aquifer. I ) The stability constant of hu­
mate complex is an important and fundamental da­
tum to evaluate the humate formation on the specia­
tion of each element. In the present study, the mul­
titracer technique was applied to obtaining the sta­
bility constants of humates of 19 elements (Be, Ca, 
Sc, V, Cr, Mn, Fe, Co, Zn, Ga, Sr, Y, Ba, Ce, Eu, 
Gd, Tm, Vb, and Lu). The stability constant ((3) 
was determined by a solvent extraction method us­
ing di(2-ethylhexyl)phosphoric acid (DEHP) as the 
extractant.2 ) 

The log.B determined are plotted against degree of 
ionization of humic acid (Q) and against pH in Fig. 1. 
As a whole, the stabilities of humate complexes ap­
parently increase with the increase in either pH or Q. 

Similarly, the apparent pKa of humic acid obtained by 
pH titration increases with either pH or Q. The stabil­
ity constants of humates for trivalent ions are generally 
larger than those for divalent ions. For alkaline earth 
metal ions, the stability constants of humate complexes 
were in the order of Be-humate> Ca-humate > Sr-, 
Ba- humate. This shows that the humate of alkaline 
earth metal ion with smaller ionic radius is more stable, 
which suggests that the humic acid is a "hard" ligand. 
The increase of log.B and pKa with the increase in pH 
or Q can be explained by the increase of electrostatic 
potential of humic acid regarded as polyelectrolyte.3) 

The slopes of log{3 for divalent ions measured against 
either pH or Q were smaller than those for trivalent 
ions, while they were larger than those for V02 + and 
proton (= pKa). 

A simple electrostatic model based on the coulombic 
interaction between a metal ion and a polyelectrolyte 
was employed to explain the dependence of humate sta­
bility constants of various elements on pH and Q.3) The 
intrinsic stability constant, (3int, defined in the model 
represents the stability of the humate complex with an 
ion when the electrostatic effect of humic acid is neg­
ligible. The deviation of apparent stability constant 
from the intrinsic one with increasing Q or pH reflects 
the increased electric field in the vicinity of the poly­
electrolyte. The relationship between log{3 and log{3int 
is expressed as: 3) 

log {3 = log (3int + k Zi Q, (1) 

where k is a constant and Zi is the charge of the metal 
ion. The second term in the right hand side of Eq. (1) 

Condensed from the article in Sci. Total Environ. 198, 61 
(1997). 
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Fig. 1. The Q (degree of ionization of humic acid) and pH 
dependences of pKa of humic acid and stability con­
stants of humate complexes «(3) with (a) V02 +, and 
divalent ions of Be, Ca, Mn, Co, Zn, Sr, and Ba, and 
(b) trivalent ions of Sc, Cr, Fe, Y, Ce, Eu, Cd, Tm, Yb, 
and Lu at Cs = 0.020 M. 

is introduced to take account of the electrostatic inter­
action between humic acid molecule and the metal ion 
which increases with gradient of the log{3 vs. Q. Based 
on the linear relationship observed between log{3 and Q 

(Fig. 1), log.Bint was obtainable for various metal ions 
by extrapolation to Q = O. The log.Bint was plotted 
against the stability constants of the corresponding ox­
alate complexes (metal ion: oxalate molecule = 1:1). 
It was found that each log{3int value is identical to the 
stability constant of the corresponding oxalate. This 
suggests that a bidentate carboxylate site may act as 
the complexing site in the humate formation with trace 
elements. 

Based on the stability constants obtained here and 
the humic acid concentration in natural water, the ra­
tio of humate complex species to free metal ion in the 
natural environment was estimated; similar estimation 
was also conducted for carbonate and hydroxide com­
plexes for each element. As the result, it was found 
that humates may be the dominant species for Be, 
Cr(III), Fe(III), and rare earth elements (REEs). In 
particular, the humate formation appears to be sub­
stantially important for REEs, in accordance with our 
previous study on the adsorption behavior of the trace 
elements including REEs.4) 
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Comparative Subcellular Distribution of Radioactive Mn, Fe, Zn, 
and Se Tracers in Brain and Liver: Why, in Brain, Do most of 
Their Proteins Exist in Mitochondrial and Nuclear Fraction? 

R. Amano, S. Oishi, M. Ishie,* M. Kimura,* S. Enomoto, and F. Ambe 

As expected by the low required concentrations, the 
micro essential elements, Mn, Fe, Zn and Se, serve pri­
marily catalytic functions in cells and organisms. I) Iron 
deficiency causes anemia, providing clear evidence of 
Fe essentiality. It is also a component of numerous 
proteins that exert critical roles in energy metabolism, 
notably the cytochromes and the enzymes in the elec­
tron transport system. Manganese deficiency results 
in a distinct pathology, including reproductive fail­
ure, skeletal defects, and ataxia; the Mn ion is also 
a component of several enzymes, including mitochon­
drial superoxide dismutase, pyruvate carboxylase, and 
arginase, although these enzymes may not be related 
directly to the observed pathology of Mn deficiency. 
A similar situation exists in the case of Zn, whose 
deficiency pathology includes stunted growth, skin le­
sions, and reproductive difficulties. Zn is a component 
of enzymes that catalyzes more than 50 different bio­
chemical reactions as well as a component of proteins 
involved in gene expression. However, none of these 
proteins or enzymes has been identified with specific 
Zn deficiency pathology. Besides its catalytic role in 
some enzymes, Zn exerts a structural role in proteins, 
particularly in the Zn finger proteins involved in gene 
transcription. Se deficiency result in severe pathology, 
including cardiomyopathy and skeletal muscle defects. 
Se is a component of some proteins, the glutathione 
peroxidases and the iodothyronine-5' -deiodinases. 

Using a multitracer solution prepared by RIKEN 
Ring Cyclotron, we have studied the subcellular distri­
bution of several trace elements in the liver and kidney, 
and obtained the preliminary results to speculate their 
biochemical or physiological functions. 2,3) The present 
work aimed to examine the subcellular distribution of 
54Mn, 59Fe, 65Zn and 75Se in the brain of normal mice, 
and to compare the brain distributions with the liver 
ones. A multitracer solution was prepared from four 
commercially available tracers. Four male C57BL/6N 
mice weighing 19-20 g (6 weeks old) were used. Physi­
ological saline solutions (O.OOlN HCI, pH 2- 3) contain­
ing the radioactive multitracer were intra peritoneally 
injected (0.2 ml/mouse). At 48 hr after injection, the 
mice were sacrificed under ether anesthesia, and the 
blood was collected. After this, the brain was ex­
cised. The excised brain was homogenized in a cold 
(5°C) 0.25 M sucrose solution containing 0.01 M Tris­
HCI buffer at pH 7.6 (10% weight per volume). Sub­
cellular fractionation was carried out at 4 °C accord-
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ing to a modification of the method of Hogeboom and 
Schneider. 4) Subcellular distributions are expressed as 
fractionation percentages (the radioactivity percentage 
of nuclear, mitochondrial, microsomal or supernatant 
fraction in %). 

Figure 1 shows the subcellular distribution of ra­
dioactive Mn, Fe, Zn and Se tracers in the brain of 
C57BL/6N mice at 48 hr after injection together with 
that of the liver of ddY mice reported in the previous 
paper. 2 ,3) Surprisingly, the mitochondrial and nuclear 
fraction percentages of the brain were found definitely 
higher than those of the liver. This fact is surely due 
to the difference of soft tissue, not to the difference 
of mouse strain. We plan to examine the subcellular 
distributions in several soft tissues including brain of 
same mouse strain. 

(A) Brain (B) Liver 

Fig. 1. Subcellular distributions of radioactive Mn, Fe, Zn 
and Se tracers in the brain(A) and liver(B) of mice at 
48 hrs after injection. 

Undoubtedly, the radioactive Mn, Fe, Zn and Se 
tracers in all fraction become a component of numer­
ous proteins at 48 hr after i.p. injection. In the brain, 
large parts of these metal proteins probably exist in 
mitochondrial and nuclear fraction. In future, we will 
confirm and discuss these phenomena. 
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Comparative Distribution of the Trace Elements Sc, Mn, 
Fe, Co, Zn, Se, Rb, and Zr in the Brain and 

Other Organs of C57BL/6N Mice 

S. Oishi, R. Amano , M. Nishida,* T. Yonebayashi,* A. Ando,* S. Enomoto, and F. Ambe 

Multitracer enables simultaneous tracing of various 
elements in the identical system, and makes a strict 
and accurate comparison of their behavior , minimiz­
ing the undesirable effects of both peculiarities of sam­
ples and variation in experimental conditions.1-5 ) In 
the present work, we have applied it to the study of 
biobehavior of Sc, Mn, Fe, Co, Zn, Se, Rb and Zr 
trace elements in normal C57BL/6N mice. The tissue 
distribution of the 8 elements was examined among 11 
organs (brain, cardiac muscle, lung, liver, spleen, pan­
creas, kidney, bone, thighbone muscle, eyeballs and 
testes) and blood, and evaluated in terms of "tissue 
uptake rate (the percentage of injected dose per gram 
of tissue: %dose/g)". 

Male C57BL/6N mice were purchased from Charles 
River Japan Inc. , and fed with a standard laboratory 
diet and had a free access of drinking water in steel 
cages during 1 week prior to administration. A no­
carrier-added radioactive multi tracer solution was ob­
tained from the Ag (purity:more than 99.99%) target 
irradiated by 135 MeV/nucleon N-14 beam acceler­
ated by RIKEN Ring Cyclotron. Preparation for of 
the multitracer solution from Ag target was carried 
out in the Radioisotope Center, Kanazawa University. 
After evaporation of the no-carrier-added multitracer 
solution containing hydrochloric acid, a physiological 
saline solution was added to obtain the radioactive 
multitracer solution for injection. The 8 elements (Sc , 
Mn, Fe, Co , Zn, Se, Rb and Zr) were evaluated in 
this experiments. At 6, 12, 24 and 48 hr after in­
traperitoneal injection (0.2 ml) into 20 mice, the mice 
were sacrificed under ether anesthesia, and about 0.2 
ml of blood was collected, and then the above 11 organs 
were excised. These tissues were weighed immediately 
and freeze-dried. The dried samples were subjected 
to the gamma-ray spectrometry with pure Ge detec­
tors against an appropriate standard sample in order 
to obtain the tissue uptake rate. (See, Table 1.) 

All the 8 radioactive tracers were observed in the 
cardiac muscle, lung, liver, spleen, pancreas and kid­
neys. However, in the brain, muscle and testes , the 
uptake rates of Fe were found negligibly low. On the 
other hand, in the kidneys, liver, pancreas and spleen, 
the uptake of Fe was significantly high. This biobehav­
ior of the trace Fe permits us to assume the following 
consideration. Iron is essential and exists in all organs 
including brain, muscle, testes, liver, kidneys, pancreas 
and spleen. Our results lead to the estimation that the 
transportation rates of Fe tracer to brain, muscle and 
testes are considerably slower than those to kidneys, 
liver, pancreas and spleen. The transport mechanism 
of Fe for the former group is presumably different from 
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Table 1. Tissue uptake rates of the brain at 6, 12, 24, and 
48 h after injection of a multitracer solution. 

Brain 6h 12 h 24 h 48 h 
. 6 Sc 0.21 ± 0.06 0.42 ± 0.08 0.36 ± 0.08 0.52 ± 0.26 
5< Mn 0.31 ± 0.07 0.35 ± 0.07 0.34 ± 0.02 0.58 ± 0.06 
5· CO 0.18 ± 0.03 0.18 ± 0.03 0.14 ± 0.05 0.12 ± 0.02 
59 Fe n.d. n.d. n.d. n.d. 
65 Zn 0.58 ± 0.12 0.89 ± 0.05 1.16 ± 0.17 1.54 ± 0.16 
75 Se 0.40 ± 0.06 0.41 ± 0.03 0.40 ± 0.04 0.46 ± 0.08 
83 Rb 1.07 ± 0.15 1.69 ± 0.14 2.36 ± 0.30 2.59 ± 0.27 
88 Zr 0.20 ± 0.10 0.13 ± 0.02 0.09 ± 0.03 0.04 ± 0.01 

Tissue uptake rate (%doselg) means the radioactivity percentage of injected dose per one gram of tissue. 

that for the latter group. Figure 1 compares the brain 
uptake rates of Sc, Mn, Co, Zn, Se, Rb and Zr tracers 
in normal C57BL/6N mice at 6, 12, 24 and 48 h after 
intraperitoneal injection. The uptake rate of the Se 
tracer showed no significant time-dependent changes. 
However, the uptake rates of the Sc, Mn, Zn and Rb 
tracers increased with time, while those of the Co and 
Zr tracers decreased. According to these results, it is 
evident that the metal ions examined in this work are 
easily transported into the brain, and in addition the 
high retention of Se, Rb, Mn and Zn in the brain dur­
ing a fairly long time suggests an active involvement 
of the elements in the brain function. 
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Fig. 1. The uptake behavior of Sc, Mn, Co, Zn, Se, 
Rb, and Zr by the brain at 6, 12, 24, and 48 h after 
intraperitoneal injection of a multitracer solution. 
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Metabolic and Biochemical Studies of Trace Elements in 
Hypercholesterolemic Model Mice (I) 

R. G. Weginwar, S. Enomoto, R. Hirunuma, S. Ambe, and F. Ambe 

Unregulated cholesterol production can lead to se­
rious disease. Atherosclerosis (heart failure) is linked 
to high levels of cholesterol in the blood, and partic­
ularly high levels of Low Density Lipoprotein (LDL) 
bound cholesterol is a leading cause of death in in­
dustrialized societies. All steroid hormones in humans 
are derived from cholesterol. Two classes of steroid 
hormones are synthesized in the cortex of the adrenal 
gland: mineralocarticoids, which control the reabsorp­
tion of inorganic ions by the kidney, and glucocorti­
coids, which help regulate gluconeogenesis and also re­
duce the inflammatory response. 1) The sex hormones 
are produced in male and female gonads and the pla­
centa. They include androgens and estrogens, which 
influence the development of secondary sexual charac­
teristics in males and females , respectively, and include 
progesterone, which regulates the reproductive cycle in 
females. In the present investigation we have studied 
on the metabolic abnormality of trace elements such 
as Be, Sc, V, Mn, Fe, Co, Zn, As, Se, Rb, Sr, Y, 
and Zr in the different organs of normal and hyper­
cholesterolemic (feeding cholesterol 5 % diet to male 
ddY mice for 2, 4 and 6 weeks) model mice. 

Blood was collected in tubes from 4 to 5 animals in 
each group after 12 hours fasting, and plasma was sepa­
rated out by centrifugation for enzymatic assessments. 
Total cholesterol (T -CH), High Density Lipoprotein 
(HDL-CH) and triglycerides (TG) in plasma were de­
termined with enzymatic reagents, and Low Density 
Lipoprotein cholesterol (LDL-CH) was calculated us­
ing the formula as described below. 

LDL-CH = [(T-CH) - (HDL-CH) - (TG x 0.2)] 

T-CH, TG and LDL-CH were found to be signif­
icantly increasing in plasma of hypercholesterolemic 
group in feeding period, while HDL-CH increased only 
by 10% with respect to control group. vVe have ob­
served a positive correlationship between T -CH and 
LDL-CH in plasma and hepatic uptake of Fe, Mn, Co, 
As, Cr , V, Sc, Be, Zr, Y, Nb, and Ru for hypercholes­
terolemic mice. 

The analyses showed that the T -CH and LDL-CH 
in plasma were positively correlated with Zn in kid­
ney (Fig. 1). On the other hand, Zn uptake in liver 
were negatively correlated (Fig. 2) , but no correlation 
was found with HDL-CH and TG. Similar results were 
also observed for Se and Sr in liver as well as in kid­
ney. It has been reported that glutathione peroxidase 
activity decreased with induced hypercholesterolemia 
in rabbits but it is not yet known whether the decrease 
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in hepatic Zn, Se and Sr uptake rate by cholesterol 
intake is due to altered absorptive process or alter­
ations in other aspects of their metabolisms. In the 
case of kidney, almost all the elements were found to 
be increased with plasma cholesterols. However, it is 
already known that the mineralocorticoid hormones, 
derived from cholesterol, regulate reabsorption of inor­
ganic ions by the kidney. 1) 
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Fig. 1. Correlation between serum cholesterols and kidney 
Zn level in hypercholesterolemic model mice. 
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Fig. 2. Correlation between serum cholesterols and hep­
atic Zn level in hypercholesterolemic model mice. 

Thus, our results provide a definite evidence that 
cholesterol and lipid concentration in the body can sig­
nificantly involve in the metabolism of trace elements. 
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Metabolic and Biochemical Studies of Trace Elements in 
Hypercholesterolemic Model Mice (II) 

R. G. Weginwar, S. Enomoto, R. Hirunuma, S. Ambe, and F. Ambe 

The radioactive multitracer technique was applied 
for simultaneous evaluation of bio-behavior of trace el­
ements in different organs of the normal and hyperc­
holesterolemic model mice. The distribution of trace 
elements (Be, N a , Sc, V, Cr, Mn, Fe, Co, Zn, As, Se, 
Rb, Sr, Y, Zr, Nb and Ru) in 8 organs (liver, kidney, 
brain, muscle, lung, spleen, bone and testis) and in 
blood was examined by using the multitracer solution 
prepared from the Ag target irradiated by heavy ions. 
The tissue distribution was evaluated by ,-ray spec­
trometry in terms of the radioactivity percentage of 
injected dose per gram of tissue. In this paper, only 
results of blood and liver are reported and discussed 
as typical examples. 

Figure 1 shows the uptake rate of various trace ele­
ments by blood after 24 hrs of multitracer injection in 
to the normal as well as 2 to 6 week-fed cholesterolemic 
mice. A positive correlation was found between the 
uptake rate of Sr and As in to blood with cholesterol 
feeding. On the other hand, a negative correlation oc­
curred between the uptake rate of Zn, Co, N a, Be, 
V, Cr, Rb, Zr and Ru in to blood with cholesterol 
feeding. The uptake rate of Fe, Sc and Nb increased 
in the 2 and 4 week-fed mice compared to the nor­
mal ones, but decreased in the 6 week-fed mice. In 
case of Se, uptake rate was higher in cholesterolemic 
mice, compared to normal ones, but cholesterol dose 
dependence was not observed. It has already been 
reported l ) that, plasma superoxide dismutase activ­
ity increased by feeding cholesterol to rabbits, while 
glutathione peroxidase activity decreased. This may 
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Fig. 1. Uptake rates of various elements in blood at 24 hrs 
after injection in the normal and hypercholesterolemic 
mice. 

be the possible reason for different metabolism of Se. 
In the liver of hypercholesterolemic mice at 24 hrs af­

ter the multitracer administration (Fig. 2), the uptake 
rate of Be, Sc, Zr , Y, V, Rb, Fe and Nb was observed 
to be much higher compared to normal mice, and in­
creased with cholesterol feeding period. Conversely, 
biologically important elements such as Zn, Se and Sr 
uptake rate was found to be decreasing with feeding 
period of cholesterol. 
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Fig. 2. Uptake rates of various elements in liver at 24 hrs 
after injection in the normal and hypercholesterolemic 
mice. 

We observed many fat granulations and fiberization 
in liver of hypercholesterolemic mice, and it has been 
already reported that, the bone seeking elements like 
Be, Sc, V, Zr, Y, Nb and so forth are stored in the part 
of fiberization. Such a change was assumed to be gen­
erated by hepatopathy in the cholesterolemiC mice, and 
the uptake rate of these bone seeking elements is sug­
gested to increase by this reason. Also, cholesterolemia 
seems to have some specific effects on the metabolism 
of some elements with high valency or some enzymes 
requiring inorganic elements as cofactors. 

In literature, certain influence of cholesterol on the 
metabolism of copper, selenium, iron, zinc and mag­
nesium is described, but the nutritional influence of 
cholesterol metabolism on various trace elements un­
der similar experimental conditions is not yet studied. 
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Metabolic Study of Trace Elements in Se-Deficient Rats (II) 

R. Hirunuma, N. Sotogaku, K. Endo, S. Enomoto, S. Ambe, and F. Ambe 

A number of studies on the role of Se in biochem­
istry are found in literature. It is very interesting and 
important to clarify the distribution of trace elements 
in various organs of Se-deficient rats. In the present 
study, the uptake and distribution of trace elements 
in Se-deficient rats were examined by the multitracer 
technique which can evaluate the behavior of many el­
ements under the same experimental condition. 

Multitracer solutions containing various radioiso­
topes were pre'pared from a Ag target which was irra­
diated with 14N or 160 beam of 135 MeV/nucleon ex­
tracted from RIKEN Ring Cyclotron. After chemical 
separation, this multitracer was dissolved in a physio­
logical saline solution. Mother (Wistar) rats had been 

fed with Se-deficient diet (produced by Oriental Yeast 
Co., LTD.) since their 14th day of pregnancy until the 
weanling period of their baby rats. The weanling male 
rats were separated from their mothers, and were fed 
with Se-deficient diet until the age of 12 weeks. A 
tenth ml of saline contained the multitracer was in­
jected in to the tail vein of each rat. The Se-deficient 
and normal rats were sacrificed at four different times 
after injection, and the radioactivities in their organs 
and blood were determined by ,-ray spectrometry. 

The characteristic results obtained on some of the 
elements (As, Fe, and Sc) in the liver are shown in 
Fig. 1. In the liver, the uptake of As, Fe, and Sc of 
Se-deficient rats was larger than that of normal ones 
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Fig. 1. Time dependence of the uptake of As, Fe, and Sc in the liver of normal ()( ) 
and Se-deficient rats (.) . 

at 72 hrs after injection. 
The following two reasons are suggested for the ac­

cumulation of As in the liver of Se-deficient rats. The 
first reason is the hypofunction of As methylation in 
the liver of Se-deficient rats, As is in a competitive re­
lationship with Se, and Se intoxication is preventable 
by AS. 1,2) Inorganic As, which is especially toxic to 
animals in this form, is detoxicated by methylation in 
the liver, and this methylated As is excreted through 
urine. Because the chemical form of As is As03 - in 
our multitracer, the accumulation of As in the liver of 
Se-deficient rats can be interpreted as a result of the 
depression in effectiveness of the As methylation. The 
second reason is the decrease of As excretion to bile 
on account of Se-deficiency. Arsenic enhances Se ex­
cretion to bile, while Se also enhances As excretion to 
bile.3 ,4) 

The accumulation of Sc and Fe in the liver increased 
with time in the normal and Se-deficient rats. Inter­
estingly, the uptake behavior of Sc and Fe in the liver 
of normal rats was similar to that in the liver of Se­
deficient rats. Iron is, of course, one of the essential 
elements in living organisms, whereas for Sc no benefi­
cial role has been reported. The reason for the similar 
uptake behavior between Sc and Fe is considered due 
to the similarity of their ionic radii (0. 73A for Sc3+ and 
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0.64A for Fe3+) and their same ionic valence (Sc3+ and 
Fe3+). 

No difference was observed in the uptake behavior 
of most of bone seeking elements such as Ca, Sr, and 
Y between normal and Se-deficient rats. On the con­
trary, bone uptake of Zr was clearly different between 
Se-deficient and normal rats. Although Zr is classi­
fied into the bone seeking elements, there are only few 
reports on behavior of Zr in animals. The present ex­
periment showed that Zr behaves in a characteristic 
way different from other bone seeking elements. This 
might be due to its unique chemical form of Zr02+ in 
the aqueous medium. 

Selenium is known to be in a competitive or synergis­
tic relationship with several metals. From the present 
result on Sc and Zr, it was newly elucidated that there 
is some interaction between these elements and Se. 
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Influence of pH on Release of Various Trace 
Elements from Transferrin 

N. Sotogaku, K. Matsumoto, K. Endo, R. Hirunuma, S. Enomoto, S. Ambe, and F. Ambe 

Transferrin, iron-binding protein, is composed of a 
single 80 kDa polypeptide chain with two domains. 
Each domain has a site capable of binding various 
metal ions other than Fe3+ ions. Transferrin functions 
to transport iron in mammalian, i.e., it transfers Fe3+ 
ions from the absorption site to the storage and/or 
utilization sites through body fluids. At extracellular 
pH7.4, iron-loaded transferrin binds strongly to its re­
ceptor on plasma membrane. Then, Fe3+ ions released 
at intercelluer endosomes at low pH (approximately 
5.5) .1) The detailed chemical mechanism by which iron 
is removed from the protein is unknown, although the 
biological process involved in iron release at low pH in 
an endosome by endocytosis has been characterized. 
In addition, it is known that transferrin is involved in 
the metabolism of other metal ions, such as AI, Cr, 
Mn, Co, Cu, Zn, Ga, and rare earth elements (REEs) 
which are either trace or toxic elements. 2) Although 
binding and release of iron (Fe) ions have been stud­
ied, those of other metal ions have not been studied in 
detail till today. In the present study, we report the 
pH dependence on the release of metal ions (Fe, Sc, Y, 
Zr, Hf, Ce, Eu, and Gd) from transferrin by means of 
the multitracer technique. 

A multitracer was prepared from a piece of gold or 
silver target. The preparation of the multitracer solu­
tion was followed by the established procedure.3) Apo­
transferrin was purchased from Wako Pure Chern. Ind., 
Ltd. and was used without a further purification. A 
solution of the metal-ion (multitracer) bound transfer­
rin was prepared by adding the buffer solution (O.OIM 
Tris/HCI; pH8.0) (Tris; 2-amino-2-hydroxymethyl-l,3-
propanediol) containing a multitracer (50 p'!) to the 
apotransferrin solution. The solution was mildly in­
cubated at 37°C for 24 hr. For experiment on pH­
mediated release of various metal ions from transfer­
rin, the solution was dialyzed for 48 hr against the 
buffer solutions in the pH range of 7.4 to 3.0. The 
buffer used for various pH ranges were: pH7.4 to 6.0, 
O.OIM HEPES/NaOH (HEPES; N-[2-hydroxyethyl] 
piperadine-N'-[2-ethanesulfanic acid]); pH5 .5 to 3.0, 
sodium acetate/acetic acid. All buffers contained 0.2M 
of N aCl. After dialysis, the mixture was ultrafiltered 
using Molcut II (fractional M.W. 10,000; Millipore 
Corporation). The , -ray spectra of the filters were 
measured by a pure Ge detector, and were compared 
with that of the standard multitracer solution. 

Figure 1 shows the percentage of radioactivities of 
Fe, Sc, Y, and Ce, bound to transferrin after dialysis, 
assuming those at pH8.0 as 100%. Stability of the 
metal ions and transferrin has been reported in terms 
of the pH50 value, that is the pH at which 50% of metal 
ions release from the protein.4

) The pH50 values were 
found to be 4.6 for Sc, 7.4 for Y, 5.5 for Fe, and 6.9 for 
Ce in the present study. 

Correlation between the pH50 and ionic radius is ten-
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Fig. 1. The pH-dependent release of metals. 

tatively shown in Fig. 2. together with the values for 
Hf, Zr, Gd, and Eu. The chemical forms of the trac­
ers were assumed to be Sc3+ , y 3+, Ce4+, Eu3+, Gd3+, 
Zr4+, and Hf4+. The ionic radius of the metal ions 
is: Sc3+, 0.68 A; y 3+, 0.88 A; Ce4+, 0.92 A; Eu3+, 
0.95 A; Gd3+ , 0.94 A; Hf4+, 0.71 A; and Zr4+, 0.72 
A.5) The stability of transferrin metal complex de­
pends markedly on synergistic anions, and bicarbonate 
(or carbonate) anions serve this function in a biolog­
ical system. 6) As mentioned at the beginning, trans­
ferrin has two chemically active domains. It has been 
reported that the C-terminal has three more cystine 
bridges and is more acid-stable than the N-terminal 
site.7

) Studies on the effects of pH for the release of var­
ious metal ions from each terminal site are in progress. 
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Fig. 2. Correlation between pH50 value and ionic radius. 
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Affinity of Bio-Trace Elements to Cell Component: 
In vitro Study Using Multitracer 

K. Matsumoto, N. Sotogaku, K. Endo, S. Enomoto, S. Ambe, and F. Ambe 

The metabolism of manganese (Mn), cobalt (Co), 
zinc (Zn), copper (Cu), and selenium (Se) in a biolog­
ical system has been studied in relation to the enzyme 
activity by a number of workers. 

Recently, the multitracer technique has been devel­
oped and applied to the studies on distribution of the 
bio-trace elements in rat organs. We found that iron 
(Fe) uptake enhanced in the liver of Se-deficient Wis­
tar rats. I) The result suggested that alternative inter­
action of Se and Fe is operating in a living body. Since 
Se is the central ion in glutathione peroxidase (GSH­
Px) and works as a reductant of hydrogen peroxide, it 
could be expected that Fe took the place of activity 
of anti-oxidative stress by Se. However, the mecha­
nism of the interaction and distribution of the trace 
elements in a cell level have not yet been clarified. To 
examine the possibility of the interaction, it is neces­
sary to obtain the distribution of the elements in cell 
components such as nucleic acid, proteins, lipid, and 
sugars. 

DNA is an essential element that supervises the ge­
netic information for living cells. Therefore, DNA 
modification or fragmentation by the reactive oxygen 
or other free radical species and by ligation of the metal 
ions might cause cell death, mutagenesis, or carcino­
genesis. In order to examine possibility of distribution 
of metal ions in nucleic acid and in order to study in­
teraction of metal ions within in vivo redox system, we 
studied the affinity of bio-trace metal ions to the nor­
mal and Se-deficient rat's DNA from liver, lung, and 
colon. 

The Se-deficient Wistar rats and normal Wistar rats 
were sacrificed by decapitation. Subsequently, the ma­
jor organs were excised. Tissues were immediately 
frozen and kept at -80°C until DNA isolation. Liver, 
lung, and colon DNA was isolated by Kirby's method2) 
and prepared with concentration of 1 mg/ml by Tris­
HCI (pH 8.0) buffer. 

The 10 J.LI of multitracer solution were added in to 
DNA solution. Then, the mixed solution was mildly in­
cubated at 37°C for 60 min. After the incubation, the 
mixed solution were ultra-filtrated. The ,-rays from 
the multitracer remained with DNA on the filter were 
measured with a pure Ge ,-ray detector. The affinity 
relative to the standard multitracer solution was com­
puted from ,-ray energy spectra. Although the multi­
tracer solution used in this study included Fe, Zn, Co, 
Mn, Se, Cr, As, Sr, Na, Ca, Rh, Zr, Be, Ru, Rb, Sc, 
and Y, we analyzed Fe, Zn, Co, Mn, and Se which are 
related with bio-redox regulation systems in order to 
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clarify our purpose. 
Figure 1 shows the affinity of metal ions to DNA. 

In normal rats, the affinity of Se was relatively low in 
the liver, lung, and colon. Affinity of metal ions to the 
liver and lung DNA were almost same. However, in 
the liver and colon DNA, affinities of Mn, Co, and Zn 
to liver DNA were significantly low, while in the lung 
and colon DNA, affinities of Mn and Zn to lung DNA 
were significantly low. In Se-deficient rats, affinity of 
Fe was relatively high in DNA of these three organs. 
No significant difference within organs was found. Col­
lectively, the affinities of the metal ions (Mn2+, Co2+, 
and Zn2+) to Se-deficient rats DNA were relatively low 
compared with normal rats. 
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Fig. 1. Relative affinity of bio-trace elements to the normal 
(A) and Se-deficient (B) rat's DNA. 

As a result, we suggested that affinity of metal ions 
decreased with DNA modification by reactive oxygen 
species in Se-deficient rat's DNA. A possible reason 
will be that the binding site of metal ions on DNA 
was blocked with modification by the reactive oxygen 
species itself or by the products of lipid peroxidation 
such as malondialdehyde and 4-hydroxynonenal. Rel­
atively low affinity of the liver and lung DNA can be 
explained by this hypothesis: i.e., liver and lung are 
usually subjected to oxidative stress because liver is 
the place of metabolisms .and because lung is usually 
exposed by air. 
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Multitracer Study on Binding Activity of Various 
Trace Elements to Metallothionein 

J. Chou, S. Enomoto, S. Ambe, and F. Ambe 

The metallothionein is a small intracellular 
protein. 1) It is characterized by the following features: 
a low molecular weight , high metal content, and ab­
sence of aromatic amino acids . Metallothionein is in­
volved in the normal metabolism of Zn and Cu. Its 
outstanding function has been described as detoxifying 
heavy metals. Cadmium, Zn and Cu are usually asso­
ciated with metallothionein in vivo, but a wide range 
of other metals such as Ag, Co, and Ni can not binds 
to the proteins in vivo but can bind to the proteins 
in vitro.2) In the present work, we have studied the 
binding activity of a large number of trace elements 
to metallothionein in vitro and pH-dependence on the 
binding activity using a multitracer technique. It is re­
ported for the first time that metallothionein can bind 
simultaneously with additional metals. 

The interaction between metallothionein and multi­
tracer in vitro at neutral solution were simultaneously 
determined using the multitracer technique. After el­
ement assignment based on the ,-ray energy and half­
life, the binding percentage of 14 kinds of trace ele­
ments was obtained. The results are shown in Fig. 1. 
We found that for met allothionein , more additional 
metals could also be accommodated. The elements 
bound to metallothionein can be divided into the fol-
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Fig. 1. The binding percentage of 14 kinds of elements 
binding to metallothionein at pH of 7.4. Each datum 
in the figure represents the mean values ± standerd 
deviation calculated from at least three samples. 

lowing four groups based on the classification of the 
periodic table: 

(1) For alkaline metals, such as Na and Rb, the bind­
ing percentage is zero. The results indicate that alka­
line metals can not bind with metallothionein. 

(2) For alkaline earth metal, the data suggest that Be 
can bind with metallothionein more than Sr, illustrat­
ing that the binding activity of Be to metallothionein 
is stronger than that of Sr. Thus, for alkaline metals, 
the binding activity to metallothionein decreases with 
increasing ionic radius. 

(3) For transition metal elements, such as, Sc, V, 
Mn, Co, Zn, Zr, Nb, Hf and Ru, it was observed that 
all these transition metal elements had different bind­
ing percentages to metallothionein. The results illus­
trate that transition metal elements can bind to met­
allothionein. Zinc has the highest binding percentage, 
while Zr, Nb and Hf have higher binding percentage. 
Scandium, V, Mn, Co and Ru have small binding per­
centage. 

(4) For group VI-A, such as Se, the binding percent­
age to metallothionein was also obtained. Se has high 
binding percentage, thus it can bind to metallothionein 
strongly. Because the binding percentage of Se is near 
to the value of Zn, it was concluded that the bind­
ing activity of Se was similar to that of Zn at neutral 
solution. 

It was also found that the binding activity of these 
elements to metallothionein was affected by the pH in 
the solution. Except Sc, Nb, Zr and Hf, the binding 
activity of other elements increased with increasing pH 
solution. For Sc, Nb, Zr and Hf, the binding activity 
increased with increasing pH solution at the pH lower 
than 5.3, then decreased at the pH lower than 7.4 and 
increased again at the pH higher than 7.4. 
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Multitracer Study on Coordinating of the Rare-Earth 
Element with Metallothionein 

J. Chou, S. Enomoto, S. Ambe, and F. Ambe 

The rare-earth element (REE) has been shown to 
be involved in many important biological function and 
is considered to be harmful, interrupting physiological 
functions. REE can bind with some proteins, but so 
far, there is no report about the binding between REE 
and metallothionein which is able to bind a number of 
metal ions. In present report, multitracer was used to 
study the binding or coordinating between REE and 
metallothionein. 

The binding between REE and metallothionein in 
vitro at the neutral solution was determined using mul­
tit racer technique. The coordinating coefficients (Kd) 
between REE and metallothionein with ionic radius 
are shown in Fig. 1. The results indicated that met­
allothionein can coordinate with some REE. Among 
the tested REE, Eu has the highest binding percent­
age and Lu has the lowest one. The metallothionein 
usually contains 61 or 62 amino acids, 20 of which are 
conserved cysteine residues. It has an unique distribu­
tion of cysteinyl residues in the amino acids sequence to 
accommodate the formation of metal-thiolate clusters, 
by which the metal ions are bound to metallothionein. 
But in general, Lanthanides coordinate with the un­
protonated carboxyl group of amino acids in the pro­
tein. The major ligand for REE ions on proteins is the 
carboxyl group. Thus, for REE, they are not similar 
to the transition metals which bind to cystines in the 
metallothionein 1) and are considered to bind to unpro­
tonated carboxyl group of amino acids. It was reported 
that the coordinating of the peptide, Cys-Tyr-lle-Glu­
Asn-Cys-Pro-Leu-Gly-NH2 , was studied by 1 H-NMR 
spectroscopy with Yb3+, and that lanthanides were 
shown to coordinate with the carboxyl group of Glu 
and with the carbonyl side chain of Asn.2 ) 

The pH dependence of binding percentage of REE 
to metallothionein was determined. The binding per­
centage is dependent on the pH solution. The coor­
dinating coefficients of REE to metallothionein with 
pH are shown in Fig. 2. The coordinating coefficients 
decreased with decreasing pH. At pH of 3, for all 
the tested REE, the binding percentage decreased to 
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Fig. 1. The coordinating coefficients (Kd) with radius 
of rare-earth ions at pH of 7.4. Each datum in the 
figure represents the mean values ± standerd deviation 
calculated from at least three samples. 
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Fig. 2. The coordinating coefficients (Kd) versus solution 
pH. 

zero. At low pH, the carboxyl group will bind with 
hydrogen ion. 
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Transfers of Trace Elements from the Placenta 
to the Fetus of Pregnant Rat 

J. Chou, S. Enomoto, R. Hirunuma, S. Ambe, and F. Ambe 

Trace elements are essential for human body for their 
normal growth and development, especially for a preg­
nant mother, and the same is true for a fetus. The 
placenta functions as the barrier between fetus and 
mother: providing regulation of heat exchange, respi­
ration, nutrition, and excretion for the fetus. Before 
birth, fetuses will accumulate enough trace elements 
from their mother.I) Limited information is available 
on the transfers of trace elements from their mothers to 
the fetuses. 2) In this study, the multitracer technique 
was applied to study the transfers of trace elements via 
placenta to the fetus. 

17 day pregnant Wister rats were used for the ex­
periment. The pregnant rats were injected with mul­
titracer solution and sacrificed at 24 hours after injec­
tion. The chemical forms of the tracers are Be2+ , N a + , 
VO+ Mn2+ Fe3+ Co2+ Zn2+ As03- Se02- Rb+ 2 , , , , , 4' 3' , 

Sr2+ and Ru2+ in the solution to mice. Figure 1 shows 
the uptakes of 13 kinds of trace elements in the pla­
centa and fetus. In the placenta, the V has the highest 
uptake among all the trace elements. Then Se, Na, Fe, 
Ru, Zn, Zr and Rb have higher uptakes in the placenta. 
Manganese, Co and As have relatively lower uptakes 
than the elements mentioned above. Strontium has the 
lowest uptake in the placenta. No radioactivity of Be 
appeared in the placenta, and there is no uptake of Be 
in the placenta. 
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Fig. 1. The uptakes of trace elements in fetuses and pla­
centas. The uptakes are shown in terms of percentage 
of the injected dose to the weight of tissues. 

For fetus, the uptakes of trace elements were differ­
ent from those in placenta. Iron has the largest uptake 
in the fetus, then Na, Zn, Mn and Se. The Sr, Co, 
Rb and V have relatively small uptakes in the fetus. 

Arsenic, Zr and Ru have the lowest uptakes, especially 
for Zr and Ru the uptakes were near to zero. 

Compared to the uptakes in the placenta and fetus, 
the uptakes of Zn and Na are similar each other. For 
other elements, the uptakes in placental tissue were 
found to be different from those in fetus. The uptakes 
of V, As, Se, Zr and Ru in the placenta were far higher 
than those in the fetus. The uptakes of Co and Rb 
in the placenta were a little higher than those in the 
fetus. However, the uptakes of Mn, Fe and Sr in the 
placenta were less than those in the fetus. 

Because the trace elements for fetus must be ob­
tained from their mother across placenta, the uptakes 
of trace elements in fetus and placenta should reflect 
the transfers of trace elements from placenta to fetus. 
The uptakes of Fe, Mn and Sr in the fetus were larger 
than those in the placenta, illustrating that more than 
half of these elements in the placenta were transferred 
to fetus. For Mn, two thrid (2/3) of Mn was trans­
ferred to the fetus. This suggests that the transfers of 
Fe, Mn and Sr from placenta to fetus were very rapid. 
The transfer of Fe from mother to fetus across the pla­
centa maybe relating to the transferrin and the fetal 
iron is derived from maternal transferrin. 

The uptakes of Na and Zn in the placenta were sim­
ilar to those in the fetus, reflecting that half of them in 
the placenta were transferred to the fetus. The trans­
fers of Na and Zn were also fast. The uptakes of Co, Se 
and Rb in the placenta were larger than those in the 
fetus, indicating that less than half of them in the pla­
centa were transferred to the fetus. For Se, one thrid 
of Se was transferred to the fetus. However, although 
the uptake of V in the placenta was the largest, the up­
take in the fetus was very small. Only one twentieth 
(1/20) of V was transferred to the fetus across the pla­
centa. This data indicates that the transfer of V was 
very slow, but V was able to penetrate the placenta 
and enter the fetal body. The same phenomena was 
observed in the uptakes of As, Zr and Ru. Very few 
uptakes of As, Zr and Ru were observed in the fetus, 
and the transfer of them from the placenta to the fetus 
was very slow. 
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Uptake and Translocation of Sr, Tc, and Cs 
in Soybean Plants 

T. Shinonaga, S. Ambe, and I. Yamaguchi 

The uptake and translocation of radionuclides of Sr, 
Tc, and Cs in the soybean plants were studied over 
360 h after the administration of a multitracer to soil. 
Leaves, stems, and fruits were collected at every node 
at appropriate intervals as samples for ')'-ray measure­
ments. The uptake amount (%/ g) in most of the leaves 
and stems collected from the nodes increased up to 
around 200 h after the administration of the multi­
tracer, and then decreased with time. In the case of 
fruits, such tendency was observed for the uptake of 
Cs as shown in Fig. 1. 

The total amount (%/plant) of Sr, Tc, and Cs in the 
pods increased with the cultivating time, while that of 
Sr and Tc in the seeds increased only slightly. The up­
take amount of Tc in the pods was large, but translo­
cation of Tc from the pods to the seeds was only a 
little. The uptake amounts of Tc by the leaves, stems, 
and pods were larger than those of Sr and Cs but the 
ratio of the uptake amount of Tc in the seeds to that 
in the pods was smaller than that of Sr and Cs. The 
fact that the translocation of Tc from the pods into the 
seeds is less than that of Sr and Cs shows a different 
selectivity for these elements. 

The behavior of elements in the leaves, stems, and 
fruits of each node was mathematically analyzed with 
the second order function, Ae = c + kl t + k2 t2 , 0 < t :::; 
360; where A is the uptake amount of the element, e 
in each part of plants, c the constant, t the cultivating 
time after the multitracer was administered, and kl 
and k2 the coefficients of t and t 2 , respectively. I) The 
fitting curves are shown in Fig. 1. This equation en­
ables us to predict the time when the element uptake 
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Fig. 1. Change of the uptake amount of Sr, Tc, and 
Cs in leaves, stems, and fruits at the sixth node as a 
function of the cultivating time with the multi tracer. 
The error bars indicate the difference between two raw 
data. If the error bar is not shown, the datum is single. 
In the case of Tc-leaf and Tc-stem, the error is within 
the symbol, if error bar is not shown. 

reaches the maximum. 
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Multitracer Study on Uptake of Elements by Turnip 

S. Ambe, T. Shinonaga,*l T . Ozaki, S. Enomoto, H. Yasuda,*2 and S. Uchida*2 

The absorption selectivity, a parameter of an uptake 
modell ) for radio nuclides by plants, was determined by 
a multi tracer technique. 2) The selectivity S is defined 
as follows: 

A = STCo 

where A is the total amount of a radio nuclide ab­
sorbed by a plant during the experimental period, T 
the amount of transpiration, and Co the initial con­
centration of the nuclide. S of various elements from 
Be to Re was determined by changing Co of nutrient 
solutions. 

The nutrient solution of every 1 dm3 con­
tained 2.0 mmol of MgS04 · 7H20, 4.0 mmol of 
Ca(N03h ·4H20, 8.0 mmol of KN03 ) 1.4 mmol 
of NH4 H2P04, 0.059 mmol of Fe-EDTA, 4.8 p,mol 
of H3B03 , 76 nmol of ZnS04' 7H20, 910 nmol of 
MnCh . 4H20, 20 nmol of CUS04 . 5H20, and 1.4 nmol 
of (NH4)6Mo7024 ·4H20. A multitracer solution was 
added to the nutrient solution, and pH of the solu­
tion was adjusted to 5.5-6.0 with a 1 mol dm- 3 KOH 
solution. The solution and the ones diluted to 1/2, 
1/5, 1/10, and 1/20 with distilled water were used for 
culturing of the plant, and their concentrations were 
expressed by the electric conductivity which is linearly 
related to the ion concentration in a solution. The 
electric conductivity of the original nutrient solution 
was 2.3- 2.5 mS/cm. 

Turnip (Brassica campestris L. var. Komatsuna) 
seedlings were hydroponically cultured on the nutri­
ent solution in a plant-growth chamber at 23°C. The 
plants which were cultivated for 20-30 days were trans­
planted into a nutrient solution containing the multi­
tracer. After the one-day cultivation, the plants were 
harvested and then they were separated into leaves and 
roots. The dried samples were subjected to the ,-ray 
measurement with Ge detectors. 

The selectivity of elements studied was, in general, 
found to decrease with an increase in the concen­
tration of the nutrient solutions. As for alkali ele­
ments, the selectivity for the leaves was higher than 
those for the roots in the entire concentration range 
of the nutrient solution. The selectivity decreased 
in the order as K 2: Rb > Cs > N a in the leaves and 
Rb 2: K > Na 2: Cs in the roots. 

The selectivity of alkaline earth elements also de­
creased along with the concentration in a similar fash­
ion to that of alkali elements as shown in Fig. 1. 
The selectivity decreased in the order as Ca ~ Ba ~ 
Sr > Be in the leaves and Be > Ba > Sr ~ Ca in the 

*1 GSF-National Research Center of Environment and Health 
Institute of Radiation Protection 

*2 National Institute of Radiological Sciences 

roots. The selectivity of Ca and Sr for the leaves 
was higher than that for the roots. On the contrary, 
Be showed low values of the selectivity for the leaves, 
though large values were observed for the roots. 
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Fig. 1. Relation between the selectivity of alkaline earth 
elements and the concentration of nutrient solution in 
turnip. 

The radioactivities of V, Cr, Fe, As, Rh, Ag, Sc, Y, 
Pm, Eu, Gd, Ir, and Pt in the leaves were below the 
detection limits, while their significant amounts were 
found in the roots. Many elements which are not re­
garded as useful elements for the plant growth were 
retained on the roots, not giving rise to their translo­
cation to the leaves. However, Re has exhibited a con­
trasting result. That is, much more Re was accumu­
lated in the leaves than in the roots. 

By using the selectivity obtained in this work, a 
transfer factor of radionuclides can be estimated for 
the plants. 
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Metabolism of Trace Elements in Euglena gracilis 
Using the Multitracer Technique 

R. G. Weginwar, M. Katayama, S. Ambe, S. Enomoto, T. Ozaki, and F. Ambe 

Incorporation and excretion of multitracers in the 
Euglena gracilis cultured in two kinds of conditions 
were examined as follows. 

Green Euglena was treated with streptomycin to ob­
tain yellow Euglena, deficient of chlorophylls . Both 
green and yellow Euglena cultures were grown in 
a Koren-Butner medium l ) at 27-30 cC. The cells 
were centrifugally separated, washed thoroughly in a 
medium without trace nutrients, and suspended in an 
incorporation medium consisted of: ammonium sul­
fate, ammonium bicarbonate, potassium phosphate, 
magnesium carbonate, calcium carbonate, and vita­
min Bl and B12. 

After addition of the carrier-free multitracer mix­
ture, the incorporation experiment was initiated at 
30 cC. At such time intervals as indicated in Figs. 1 
and 2, a small aliquot of the samples was extracted, 
cooled down in ice, and centrifuged. The cell fraction 
was washed with ice-cold medium thoroughly. The ra­
dioactivities in the washed cells were measured by the 
high purity Ge gamma detector, and were expressed 
by percentage as compared to the total amount in the 
medium at the zero time. The remaining portion of 
the cell suspensions was centrifuged and the cell frac­
tion was washed thoroughly with an ice-cold complete 
medium and used for excretion experiments. The ex­
cretion experiment started by suspending the cells in 
a complete medium at 30 cC. The extracted samples 
were cooled down rapidly, and the cells were centrifu­
gally separated from the medium. After the washing 
of the cells thoroughly, their radioactivities were deter­
mined by the Ge gamma detector. 

The measured incorporation rate of the ions of zinc, 
selenium, manganese and cobalt into the green Eu-
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Fig. 1. Percentage incorporation of Zn, Se, Mn and Co in 
green Euglena at different time intervals. 
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glena is shown as a function of time in Fig. 1. It is 
noticeable that the incorporation rate was remarkable 
during the first few hrs , and then slowed down. Similar 
phenomena were observed in the case of the arsenate 
incorporation into marine diatoms,2) and interpreted 
that arsenate was metabolized to organic forms into 
the cells. 

In the yellow Euglena, on the other hand, the incor­
poration rates were different from those in green cells 
Fig. 2. After the initial rapid incorporation, zinc kept 
a plateau until 25 hrs, although the other three ele­
ments increased a very little till 25 hrs. The different 
pattern of Fig. 2 increased a little till 25 hrs may sug­
gest a unique different behavior of these four elements 
in the incorporation mechanism or in the metabolism 
into the cells. The rapid decrease of the incorporation 
after 25 hrs may suggest a change in the physiological 
conditions of the Euglena cells. 
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Fig. 2. Percentage incorporation of Zn, Se, Mn and Co in 
yellow Euglena at different time intervals. 

The excretion rates of zinc, selenium, manganese, 
and cobalt were similar with each other in the green 
cells. They were mostly retained in the cells for longer 
than 50 hrs. On the other hand, manganese in the 
yellow cells was excreted rapidly in spite that the other 
three elements were retained as the case of green cells . 
Their chemical forms in the cells are interesting to be 
elucidated. 

References 
1) L. E. Koren and S. H. Hutner: J. Protozool. 14, suppl., 

17 (1967) . 
2) M. Katayama, Y. Sugawa-Katayama, and A. A. Benson: 

Appl. Organomet. Chern. 4, 213 (1990). 



RIKEN Accel. Prog. Rep. 31 (1998) 

, Possibility of the Existence of a Special Substance Involved 
in the Uptake of REE by Dryoptreris erythrosora 

T. Ozaki, S. Enomoto, Y. Minai, S. Ambe, F. Ambe, and Y. Makide* 

Dryopteris erythrosora (a fern) is known to accu­
mulate the rare earth elements (REEs) under natural 
conditions. 1) Considering the difficulty in the uptake 
of REEs because of the strong tendency of REEs to 
hydrolyze under the natural conditions, some special 
mechanism to absorb REEs is expected to exist in the 
fern species. In present paper, we report a possibility 
of the existence of an unknown substance which might 
be involved in the uptake of REEs by Dryopteris ery­
throsora. 

Dryopteris erythrosora was grown in distilled water 
for collection of an unknown substance, which is ex­
pected to be released from the roots. After filtered by 
a glass filter, followed by a membrane filter (pore size, 
0.20 p,m), the solution was concentrated at 70°C with 
a small amount of thymol which was added for the 
purpose of sterilization of the solution. The concen­
trated solution was applied to cation exchange column 
to remove the inorganic ions chelated to the substance. 

Plates of Au and Ag (300 p,m x 23 mm¢) were ir­
radiated with a 135 MeV/nucleon 12C ion beam accel­
erated by the RIKEN Ring Cyclotron. The Au tar­
get was dissolved in aqua regia, and the solution was 
evaporated to dryness. After the residue was dissolved 
in 3.0 mol dm-3 HCI, a multitracer solution was ob­
tained by removing the Au by extraction with ethyl ac­
etate. On the other hand, the Ag target was dissolved 
in HN03 and then the Ag was precipitated with HCI as 
Agel, leaving another multi tracer solution. Mixing the 
two solutions produced the final multitracer solution 
used in this study, which contained the radionuclides 
of Be, Na, Mn, Co, Zn, Y, Rb, Sr, Ce, Gd, Yb, and 
Lu. The solution was evaporated to dryness, and dis­
solved in ultrapurified water for the experiments. Ad­
ditional details on the procedures have been reported 
previously.2-4) 

In Figs. 1 and 2 were shown the uptakes of Gd and 
Na into the samples A: without and B: with root wash­
ing solution in the uptake solution. Each datum point 
in the figures was given as the mean ± standard de­
viation of five replications. The uptake rates of the 
elements into mesophylls were represented as follows; 

Uptake rate of an element i 
= (i in a mesophyll / i added to the uptake solution) 
/ (Rb in a mesophyll) / (Rb added to the uptake so­
lution) 
The uptake of Rb was applied to normalization for 
the purpose of estimating the individual variation of 
the samples as proper as possible, because the flow of 
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Rb is closest to that of water among the multitracer 
elements and as ascent of each element is highly de­
pendent on that of water. 5) As seen in Figs. 1 and 2, 
the uptake of Gd was enhanced, while no enhancement 
was observed in the uptake of Na. From this, it is sug­
gested that the root washing solution contained some 
unknown substance involved in the uptake of REEs. 
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Fig. 1. Uptake rate of Cd, A: without and B: with root 
washing solution in the uptake solution. 
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Fig. 2. Uptake rate of Na, A: without and B: with root 
washing solution in the uptake solution. 
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Study on the Uptake Rate of Various Elements into Dryopteris 
erythrosora by Multitracer Technique 

T. Ozaki, S. Enomoto, Y. Minai, S. Ambe, F. Ambe, and Y. Makide* 

Plants absorb elements in soil via the groundwater, 
and not directly from the surface of soil particles. Rare 
earth elements (REEs) have a great tendency to hy­
drolyze under the natural conditions, leading to their 
low availability to plants. Although REEs are dis­
solved into interstitial water, those elements are re­
ported to stop at the surface of roots and hardly get 
into the upper parts.1,2) However, there are some plant 
species, such as Dryopteris erythrosora, which accu­
mulate REEs to a high concentration. Therefore, it is 
expected that those species absorb REEs aggressively 
from the environment for some use in specific ways of 
their own. 

Multitracer technique was recently developed at 
the Institute of Physical and Chemical Research 
(RIKEN).3) A multitracer solution contains many 
kinds of radioactive nuclides produced by high-energy 
heavy-ion irradiation of a metal target. Utilization of a 
multitracer solution makes it possible to efficiently ac­
quire information on the behavior of various elements 
(nuclides) in the same plant. This is a great advan­
tage, especially for the biological samples which are 
always accompanied with a problem arising from in­
dividual differences. We have carried out radioactive 
tracer experiments to examine the uptake rates of var­
ious elements using the multitracer technique. 

Fern samples (Dryopteris erythrosora) were approx­
imately 7 cm in length at the beginning of feeding of 
radioactive tracers. Uptake of each element was time 
dependently examined; 7, 14, and 21 days after the 
addition of tracers. Each time, the mesophylls were 
sampled, and the radioactivity was measured with a 
HPGe detector. The uptake rate of an element j into 
a mesophyll was represented as follows: 
Uptake rate of an element j 
= (j in a mesophylljj added to the medium)j(Rb in a 
mesophylljRb added to the medium) x 100. 
The uptake of Rb was used for normalization for the 
purpose of lowering the influence of the indivisual vari­
ation, because the flow of Rb is closest to that of water 
among the multitracer elements and because the ascent 
of elements is highly dependent on that of water.4) 

Uptake experiments by the multitracer technique en­
abled us to acquire a set of data concerning 16 ele­
ments: namely Be, Mn, Co, Zn, Se, Rb, Sr, Y, Zr, Te, 
Ba, Ce, Eu, Gd, Vb, and Re (Figs. l(a)- (d)). The 
absorptions of Zn and Mn, which are essential to the 
growth of plants, occurred remarkably different com­
paring with other elements (Fig. l(a)). The absorption 
of Mn on the 14th day exceeded 100%, which means 
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Fig. 1. (a) Uptake rates of Mn, Co, and Zn. (b) Uptake 
rates of Rb, Re, Se, Te, and Zr. (c) Uptake rates of 
REEs. (d) Uptake rates of Ba, Sr, and Be. 

that some portion of Rb had diffused into the agar, and 
not that the need of Mn became greater than that of 
Rb by the day. No or almost no uptake was observed 
for Be, Zr, Te and Se, non of which elements have been 
demonstrated to bear any essentiality for plants (Fig. 
l(b)). Rare earth elements were absorbed to a higher 
degree in comparison with those non-essential nutrient 
elements, and the percentage was almost equivalent to 
those of Sr and Ba, both of which are considered to 
be able to perform the same function of Ca to a cer­
tain extent (Figs. l(c) and l(d)). As stated already, 
the affinity of REEs for agar is strong, and therefore 
their availability to plants is much less than Sr and 
Ba. The smooth uptake suggests that the fern species 
absorbed REEs aggressively for some use to help them 
grow and, that some special mechanism was involved 
in the uptake of REEs. Further, an ionic radius de­
pendency was observed in the uptake rate of REEs; 
largest one (Ce) was absorbed most and the uptake 
rates were decreased with the decrease in ionic radius. 
This is mostly because the affinity of Ce for agar is 
weakest among them: i.e., Ce is easiest to be released 
from the agar and absorbed. 
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Multitracer Study on Biosorption of Various Trace Elements 
in Yeast Saccharomyces cerevisiae 

Y. Nose, S. Enomoto, S. Ambe, and F. Ambe 

Recently, metal uptake by microorganisms has been 
attracting many investigators' attention, because of its 
potential application for removal of toxic radionuclides 
and of heavy metals from the environment. Yeast is 
known to take up and/or adsorb several metalsI} and 
is thought to be appropriate for research on the mech­
anisms of biosorption of metals. In the present study, 
the uptake of 16 elements (Be, Na, V, Cr, Mn, Fe, 
Co, Zn, As, Se, Rb, Sr, Y, Zr, Ru and Rh) by the 
yeast Saccharomyces cerevisiae was investigated using 
a multitracer technique. This technique enables us to 
examine the uptake of various elements under an iden­
tical condition. 

A multitracer solution was prepared from a silver 
target which was irradiated with a 135 MeV/nucleon 
I4N beam accelerated by RIKEN Ring Cyclotron. Ad­
ditional details on the procedures have been previously 
reported.2) After the evaporation of the multitracer 
solution, ultrapurified water was added on it and the 
solution was administered to yeast. 

The yeast S. cerevisiae (JCM No. 7255) was pur­
chased from the Japan Collection of Microorganisms, 
RIKEN. Cultures were grown in the Difco Yeast Ni­
trogen Base (Difco) with 0.5% (w/v) glucose (growth 
medium) at 25°C in a shaker. Cell growth was moni­
tored by measuring the absorbance at 660 nm (OD660). 
Each five milliliter (5 ml) of cultures of OD660 = 1.0 
was taken into a tube and centrifuged at 700 x 9 
for 10 min at 25°C to obtain a yeast cell pellet. 
The yeast cell pellets were suspended in a 5 mM 2-
(N-morpholino)ethanesulfonic acid (MES)-NaOH (pH 
5.4) uptake medium, and centrifuged at 700 x 9 for 10 
min at 25°C for 3 times to wash the cells. The washed 
cells were re-suspended in 5 ml of the uptake medium, 
and incubated for 30 min at 25 0 C in a shaker. An 
aliquot of multitracer solution was added to the yeast 
suspension, which was then incubated for 30 min at 25 
°C in a shaker. After the incubation, the samples were 
washed for 3 times with the cold uptake medium, and 
filtered by suction through a cellulose acetate mem­
brane filter (Advantec, 0.8 p,m). The filters were al­
lowed to air dry and then subjected to ,-ray mea-

surement with high-purity Ge detectors. 
Figure 1 shows the uptakes of 16 elements by the 

yeast. The uptakes of Be, Cr, Co and Zn were very 
high, approximately 100%. The high uptake of Be is 
interesting, because Be is thought not to be essential 
and has toxicity for living organisms; in contrast, Cr, 
Co and Zn are essential. In the case of V, Mn, Fe, 
As, Se, Sr, Y, Zr, Ru and Rh, the uptakes were from 
20 to 60%. The uptakes of Na and Rb were below de­
tectable level. The very low uptake of N a was reported 
in the literature. I} There are no or few report on the 
biosorption of Be, V, Rb, Y, Zr, Ru and Rh by the 
yeast. Therefore, this report must be a base of further 
investigations. 
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Fig. 1. Uptakes of various elements in the yeast 
S. cerevisiae from a 5 mM 2-{N-morpholino)­
ethanesulfonic acid-NaOH (pH 5.4) uptake medium 
containing the multitracer. Each data represents the 
average of five trials ± standard deviation. 
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Heavy-Ion Induced Fission in the Medium Energy Region 

H. Araki, J. Sanada, S. Morimoto, A. Yokoyama, T. Saito, 
H. Baba, Y. Ohkubo, and Y. Kobayashi 

The heavy-ion induced reaction is characterized by 
the angular momentum brought in by projectiles. As 
for the fission mechanism, the larger the momentum, 
the smaller the fission barrier, and eventually the fis­
sion barrier vanishes at a critical angular momentum 
(Lcr). The fission with no barrier is referred to as fast 
fission (FaF). In order to investigate a change in the 
fission phenomena affected by the onset of FaF, we 
observed the difference in the mass distributions when 
the incident energy (Ei) is below and above the critical 
energy corresponding to Lcr . 

We bombarded a gold target (5.70 mg/cm2 thick) 
with 16 0 ions at a so-called falling ball system in­
stalled in the E3B course at RIKEN Ring Cyclotron. 
The critical energy for the fast fission is calculated 
to be about 140 MeV under the rotating finite range 
model. 1) The incident energies were adjusted by using 
an aluminum foil of appropriate thickness as degrader. 
The irradiated samples were analyzed by means of non­
destructive "'(-ray spectrometry with Ge detectors. 

Mass distributions were deduced from the obtained 
formation cross sections on assuming the two assump­
tions that, in the fission dominant region, the width 
of charge distribution is constant, and that the most 
probable charge linearly depends on the mass num­
ber A. The resulting mass distribution for the case 
Ei = 156 MeV and 127 MeV are shown in the center 
and top panels of Fig. 1, respectively. 

The fusion fission mass distribution at Ei = 156 
Me V should be well approximated by the mass distri­
bution at Ei = 127 MeV under the assumptions that 
the FaF does not exist below the critical energy or 
below the fission excitation energy.2) Then, the fusion­
fission cross sections (dashed curve in Fig. 1) were de­
duced on the basis of the distribution obtained at 127 
Me V but by evaluating the peak position from emis­
sion of pre-fission neutron and by adjusting the peak 
height. They were then subtracted from the total fis­
sion cross sections. The resulting residues are plotted 
in the lowest panel of Fig. l. 

Since the barrier of the incomplete fusion fission 
(ICF) is expected to be higher3) than the complete 
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Fig. 1. The mass distributions for the reactions of 
197 Au with 160 ions at (a) 127 MeV, (b) 156 MeV. 
The solid curve is a Gaussian fitted to the experimen­
tal data, while the dashed curve in (b) represents the 
corrected fusion-fission mass distribution based on the 
mass distribution at 127 MeV. (c) Residual values of 
the 156-MeV mass distribution after subtraction of the 
fusion-fission mass distribution. 

fusion excitation energy, the contribution of ICF is 
negligibly small. Therefore, the presently observed 
residues in Fig. 1 should be due to the FaF as in the 
case of Ref. 2. However, present results are only pre­
liminary. We expect that a more clear-cut feature of 
fast fission may be observed by the future experiment 
to be performed at the higher incident energies. 
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Developement of High Intensity Polarized 
Slow Positron Beam Using 18F 

Y. Itoh, T. Nozaki, N. Nakanishi, A. Goto, Y. Ito, and H. Yoshida* 

[Positron source, Polarized slow positron beam, 18F, Liquid target] 

Short-lived positron emitters produced in liquid tar­
gets by bombardment with ion beams from a cyclotron 
have proven to be useful for the generation of polar­
ized slow positron beams. We tested various solid and 
gas targets, BN, C, AI, Si02, Ni, Cu, N2 etc., as al­
ready reported. 1-3) We have tried the utilization of 18F 
produced in 180-enriched water by the 180(p, n) 18F 
reaction. Of all the nuclear reactions induced by a 
small accelerator, the 180(p, n) 18F reaction gives the 
highest thick-target saturation activity. The chemical 
property and 110 min half-life of 18F are also suit­
able for the off-line source preparation and utiliza­
tion. The positron emitters were transported to the 
site of positron moderator, collected on a small spot, 
and placed close to a tungsten moderator foil. Fig­
ure 1 shows the 18F collection assembly. Two meth­
ods, adsorption and evaporation, have been tried for 
the collection and fixation of the 18F from the 180_ 
water, which should be recovered. 

Slow positron 
beam 
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1 Heater 
S 

[Bl 

Fig. 1. Automated apparatus for preparing the 18F source. 

As for the adsorption method, various adsorbent 
substances were tested for the 18F. The assembly con­
sists of a turn table, T, source holder, S, and target­
water receiver, R. The source holder can be moved up 
and down, and rotated at the down position. At the 
up position, it is either in water-tight contact with the 
receiver or placed very close to the moderator. The 
bombarded target water is once transferred into the 
receiver (R) by a nitrogen gas pressure. As the adsor­
bent material, a strongly basic anion exchange resin 
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Ltd. 

(100-200 mesh, OH-form) was found to be suitable. 
The target water in the receiver is passed slowly 
through the resin bed with the aid of a peristaltic 
pump. In this method some thickness of the exchange 
resin was necessary to collect 18F efficiently by a one­
through treatment. Since this causes low slow positron 
yield by self-absorption of the emitted positrons, the 
method has to be improved so that 18F is collected 
using a thin resin layer. 

As for the evaporation method, a minute amount of 
K2C03 (0.1 mg) is first placed on the holder (S), and 
the target water is transferred on it and evaporated by 
heating from outside. The water vapor is carried by a 
nitrogen stream to be condensed and recovered, leaving 
the 18F on a small area (usually 3 to 4 mm diameter). 
It takes about 10 min for the collection and fixation 
of 18F. The evaporation method for 18F is thought to 
be superior to the other methods, giving 106 S-l slow 
positrons. The use of gas and liquid targets possesses 
the following advantages over the on-site use of solid 
targets as a positron source: (1) the positron source 
can be placed in an ideal position close to the mod­
erator foil; (2) long transport of slow positron beam 
is not necessary; (3) the source intensity can be mon­
itored continuously, easily, and reliably; (4) the mod­
erator is free from other radiations emitted from the 
target under bombardment; (5) a part of the product 
radionuclide can be used simultaneously for other pur­
poses. 

The polarized slow positrons are transferred to the 
detector guided with the magnetic field of the solenoid 
coils, the helmholtz coils and a deflector coil. Polariza­
tion of slow positron beam is measured by using mag­
netic quenching of positronium (Ps) due to Zeeman 
effect. High intensity polarized slow positron beam is 
used to derive information about the polarization of 
the new materials in which they annihilate. 
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Screening of Plants for Soil-Radionuclide Accumulators t 

S. Gouthu, T. Arie, S. Ambe, and 1. Yamaguchi 

In case of radioactive fallout, persistence of long 
lived nuclides in soil and their subsequent transfer into 
food chain over a long period through plants is the key 
factor. The possibility of "phytoremediation" is sug­
gested to reduce the radionuclides in soil. In order to 
exploit the natural potential of some plants in absorb­
ing or accumulating certain radionuclides and thus in 
depleting the soil radioactivity, thirty-two plant species 
representing different vegetation types were tested 

under laboratory conditions for their comparative abil­
ity in taking up radioactive Rb, Co, Sr and Cs. Each 
plant was supplied with an equal amount of "multi­
tracer and cesium mixture" solution, and was grown 
for a period of 30 days before harvesting for measure­
ments of the activity by Ge-detectors. Values of uptake 
percentage of 58CO, 83Rb, 858r, and 137CS by 32 tested 
plant species in one month period are shown in Table 1. 

As for the potential in absorbing the nuclides from 

Table 1. Accumulation rates of 60Co, 83Rb, 85Sr, and 137CS in different plant species. 

Uptake rate (i n %Iplant dl)' weight )" 

Plantdl)' wt , 
60Co 83Rb 85Sr 137Cs Plant species Common name (ingm) 

Brassica camptslris L. (rapifera group) Turnip (Hinona) 0.981 037 ±0.17 8,50± 1.08 0.63± 0,18 0.18 ±0,18 
B. campwris L. (rapifera group) Turnip (Komatsuna) 1.393 0,36 ±0,08 13,93± 0.45 0.79± 0,06 0.29 ±0,03 
B. campeslris L, (pekinensis group) Chinese cabbage 1.465 0.41 ±0,09 13,77± 1.48 0.78± 0.04 0.09 ±0,07 
B. campeslris L. (Japonica group) Tumnip (Kyona) 1.462 0,25 ±0,03 9.78 ± 1.73 0.98 ± 0,15 0. 16±0,06 
B. oleracea L. (ltalica group) Broccoli 1.218 1.22±0,1I 9,14 ± 1.53 0.65 ± 0, 19 0.06±0,01 
GlyciM max Merr. Soybean 3.383 0,02±0,03 6,13± 1.27 0,50±0,07 0.I7±0,04 
Vigna radiala R, Wilez, Mung bean 1.775 0,06±0,01 6,04± 1.84 0.27±0,23 0.08±0.02 
Pisum SOliyum L. Pea 1.774 0,20±0,18 9,67 ± 1,27 0.77 ±0,09 O.5I±O,IO 

Bela Yulgaris L. (cicla group) Chard 1.555 0. 12±0.IO 17,82±3.1 7 0.40±0.68 1.36 ±0,27 
SatsoUJ komaroyii IIj in Okahijiki 0.932 0,20±0,17 11,80 ± 3.72 0. 18±0,31 0,13 ±0,09 
Amaranlhus mangoS/anus L, Edible Amaranthus 0,278 0.22±0,02 2,S6±0.39 0.27 ±0,02 0,08±0,01 
Apium 8rav~oLtns L- Celel)' 0,362 0.01 ± 0 ,01 2.54± 0 ,64 0.27 ±0,09 0,02 ±0,01 
Daucus carofa L. Carrot 0,368 0.Q3 ±O,OO 3,39±0,36 0.43±0,06 0.08±0,02 
Lycopersicon esculentum MilL Tomato 2,325 1.02±0,01 25,60± 0,08 0.81 ±0,01 1.42 ±0,27 
SOUJnum melongena L. Eggplant 0,554 0.51 ±0,22 6,57 ± 1.71 0.61 ±0,25 0,07 ±0.03 
Cucumis sarivUJ L. Cucumber 1.637 0. 17 ± O,OJ 14.19 ±2.12 2.12±0.33 1.09 ±0,29 
Abelmoschus tsculentlLr Moench. Okra 0,614 0.09±0,03 2,14±0,42 0.74±0,13 0,07 ±0,01 
Eschscholzia cali/arnica Cham, California poppy 0163 0.27 ± 0,07 3.S9± 2,79 0.23 ±0.06 0,04 ±0,01 
Papavu nutiicQuie L. Iceland poppy 0,138 0. 15±0,06 2,17±0,31 0.10±0,0l 0,03 ±o.oo 
Heleanthus annuw L. Sun flower 1.696 0.28 ±0.07 17.21 ±4.19 1.36 ± 0.25 0,36 ±0.27 
Malricariasp. Matricaria 0,084 0.06±0.06 1.36± 1.12 0.07 ±0.07 0.02 ±0.01 
CampanuUJ medium L, Canterberry bells 0.527 0,19±0,03 6.51 ±2.33 0.55±0.1l O,OS ±0.0l 
Anlirrhinum majus L. Snapdragon 0,097 0.01 ±O.OO 0,S7±0,12 O.OS ±O.OO 0.01 ±O.OO 
Dklnlhus caryophyl/us L. Carnation 0,114 O.IS ±0.06 1.58 ±0,20 0.17±0.02 0,03 ±O.OO 
lpam«a balaras Poir, Sweet potato 0,039 om ±O,OO 0,30 ±0,02 0.02 ± 0.00 0,01 ±O.OO 
Pharbilis nil Choisy Japanese morning glol)' 0,168 0 ,11 ±0,02 1.27 ± 1.20 0,20 ± 0.10 0,03 ±0.02 
Zea mays L. Maize 1.996 0,10 ±0,0l 13,97 ±6.23 0,24±0.1O 0,38±0.14 
Triticum vulgare L cv. chiholcu Wheat 0,378 O,OO±O,OO 4,90± 4.52 0,22±0,20 0.13 ± 0.11 
Oriza sativa L cv. koshikahari Rice 0,236 0 ,03 ±O,OO 1.75±0.1 8 0,09 ±0,01 0.02±0.0l 
Pinnacle sp, Pinnacle grass 0,057 0,03 ±O,OO 0.41 ± 0.03 0,03 ±O,OO 0.01 ±O,OO 
Poa pralensis L. Kentucky bluegrass 0,115 O,OBO,OI 0 ,78 ±0.04 O,IO ± 0,01 0.01 ±O,OO 
Allium ruberosurn Rottler Chinese chive 0,153 0,00 ± 0,00 1.2S ±0.40 0 ,07 ±0,02 0,01 ±O,OO 

a -The values indicate % uptake from the total supplied amount of nuclides and are the means of three 
replicates along with standard deviation . 

soil, the ornamental plants like California poppy, Ice­
land poppy, carnation, Japanese morning glory, and 
matricaria showed high uptake rates per gram. 1) Ad­
mitting that ornamental plants seemed to be better 
accumulators of the soil nuclides, they can not account 
for depleting soil radiation burden to any considerable 
level owing to their slow growth and little biomass. So, 
keeping in mind the importance of biomass and grow­
ing speed of the plants in phytoremediation, we consid­
ered the whole plant uptake values. From the results 
in Table 1, most crop plants like Brassica spp., tomato, 
and cucumber registered considerable uptake rates per 
plant because of more dry-weight per plant, though 
having less accumulating ability per gram compared 
with the plants like poppy, matricaria, and morning 
glory (data not shown). It is evident, from the com­
parison of per gram and total plant uptake values, that 

Condensed from the article in J. Radioanal. Chern. 222,247 
(1997). 

the criteria for selection of plants should be not only 
the high uptake capability (per gram activity) of the 
plant species but the other factors like biomass, grow­
ing speed, and foliage spread should be taken into ac­
count. 

In the present investigation we found some accumu­
lator plants such as tomato, chard, and sunflower for 
Rb; broccoli and tomato for Co; cucumber, sunflower, 
turnip (Kyona), and tomato for Sri and tomato, chard, 
and cucumber for Cs. This type of screening and se­
lection of accumulators, followed by study of soil and 
other biological factors around rhizosphere will help in 
decreasing the soil nuclides and avoid them, to some 
extent, becoming equilibrated in the soil components. 
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Possible Role of Soil-Microbes in Plant Uptake of Radionuclides 

S. Gouthu, T. Arie, S. Ambe, and 1. Yamaguchi 

Root surface of plants supports active bacterial and 
fungal lives forming a symbiotic system in which the 
microbial symbiont is often known to enhance the plant 
capabilities in absorbing the soil mineral elements. In 
light of this, in phytoremediation of soils contaminated 
with radionuclides the use of specific combination of 
plant and microbe can maximize plant's uptake and ac­
cumulation. Towards this purpose, tomato and cucum­
ber plants selected through screening for their ability 
to absorb soil radionuclidesl} are tested for their up­
take in association of some soil-microorganisms, known 
to be associated with these plant species. Fungal iso­
lates of Fusarium oxysporum · f.sp. lycopersici race 2 
880621a-1 (Foly); F. oxysporum F-4 (NPF); F. oxyspo­
rum f.sp. cucumerinum Rfc1 (Focu); and also Agrobac­
terium rhizogenes SUPP 709 (Agr); were cultured on a 
liquid broth medium. Tomato (cv. Momotaro) and cu­
cumber (cv. Suyo) plants were maintained in the green 
house conditions, and after 15 days of growth the Foly, 
NPF, and Agr were inoculated to tomato plants and 
the Focu and Agr were inoculated to cucumber plants 
by pouring liquid inocula. Multitracer containing the 
radionuclide elements of Mn, Co, Zn, Rb, Sr, and 137 Cs 
was supplied to the inoculated plants. The plants were 
grown for 30 days before harvesting for uptake mea­
surements with Ge-detectors. 

Figure 1 shows the uptake percentage of nuclides per 
gram dry weight of tomato plants and Fig. 2 that of cu­
cumber plants. Inoculation of Agr was expected to in­
crease the root growth by inducing adventitious roots, 
and thereby cause increased uptake. However, the pro­
duction of adventitious root did not occur within the 
experimental period (data not shown). Tomato plants 
inoculated with Foly showed increased uptake of all the 
nuclides compared to the control plants. NPF inocu­
lated tomato did not show any uptake difference. Dur­
ing the infection, Foly grows in to the tomato plants 
and establishes in the xylem vessels,2) whereas NPF 
only grows superficially on the root system. The degree 
of contact between the host root and the fungal species 
might be a reasons for this difference in uptakes. In 
the case of cucumber also the uptake of nuclides was 
more compared to control, but the increase in uptake 
was less pronounced. Increased accumulation of ra­
dionuclides from soil by plants inoculated with a spe­
cific mycorrhizal fungus was reported by Entry et al. 
(1994).3) However, the actual mechanism that was in­
volved in the increased uptake of fungal infected plants 
remains to be investigated. The present result is an in­
dication of the microbial-promoted plant uptake. Now 
we are trying to identify some non-pathogenic rizo­
sphere microbes that can be used for bioremediation 
with tomato and cucumber plants. 
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Effects of Heavy Ions on Survival of Arabidopsis thaliana 

N. Shikazono, A. Tanaka, H. Watanabe,* S. Tano,* N. Fukunishi, and S. Kitayama 

The biological effects of charged heavy particles, 
such as the relative biological effectiveness (RBE) on 
lethality as a function of linear energy transfer (LET), 
have been extensively studied in the bacteria, yeast 
and mammalian cells. In these unicellular systems, it 
was observed that RBE peaks on reproductive death 
were at around 100 keY / /-lm.I) 

The effects of heavy ions on multicellular organisms 
are not yet fully understood. Ambidopsis thaliana (L.) 
Heynh. is a particularly suitable multicellular organism 
for studying the effects of heavy ions and of other kinds 
of radiation because its seeds and plants are small, it 
produces a large number of seeds, and because its life 
cycle is short. 2) We have investigated the effects of 
heavy ions on the survival of A mbidopsis using vari­
ous kinds of ions with LETs of 17- 549 ke V I ;.tm, and 
found that the highest RBE value can be obtained by 
Ar ion irradiation (LET 252 keY l/-lm).3) Using Ne ions 
at the RIKEN Ring Cyclotron, we have elucidated that 
the highest RBE appears at the LET of 352 ke V / /-lm. 
To further investigate the dependence of RBE on LET 
in Arabidopsis, we used Ar ions of various LETs. 

For irradiation, a single layer of the dry seeds of A m­
bidopsis thaliana ecotype Columbia was carefully sand­
wiched between kapton films (7.5 /-lm thickness). Seeds 
were exposed to Ar ions from the RIKEN Ring Cy­
clotron. The LETs (252, 350, 396, 562, 656 keY I ;.tm) 
for Ar ions at RIKEN Ring Cyclotron were varied by 
placing absorbers in front of the irradiation site. The 
mean LETs were calculated by ELOSS code (modified 
OSCAR code). The plants were grown at 23°C under 
continuous light (40 ;.tE/m2 Is). One month after sow­
ing, plants with expanded rosette leaves were scored 
as survivors . RBE value was estimated by comparing 
D37 for electrons with that for Ar ions. 

The survival curves for Ar ions with LET 252, 350, 
396,562, and 656 keY I /-lm are shown in Fig. 1. Ar ions 
with LET of 396 keY / /-lm had the smallest shoulder. 
In Fig. 2, RBEs with Ne and Ar ions are plotted as a 
function of LET. RBE value of survival seems to have 
a peak at LET over 300 ke V I ;.tm. 

The difference in the LET for the RBE peak in uni­
cellular systems and in Arabidopsis might be explained 
by assuming that the endpoints compared in the two 
systems arose from different mechanisms. Recently, it 
was reported that the RBE peak on the interphase 
death compared to the reproductive death shifts to 
a higher LET (around 230 ke V / ;.tm) in mammalian 
cells.4 ) The interphase death rather than the reproduc­
tive death may mainly contribute to the survival of 
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Fig. 2. RBE for lethality with Ne and Ar ions as a function 
of LET. 

Arabidopsis. Alternatively, there is a possibility that 
different repair mechanism ( s) may be the main cause 
of the different LETs for the RBE peak in unicellular 
systems and in Arabidopsis plants. 

Isolation and characterization of radiation sensitive 
mutants of Arabidopsis may greatly facilitate the elu­
cidation of underlying mechanisms of the occurence of 
RBE peak. 
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Effective Plant-Mutation Method Using Heavy-Ion Beams (II) 

T. Abe, C.-H. Bae, H. Takahashi, 8. Kumata, and 8. Yoshida 

We found that accelerated heavy-ion beams are very 
effective tools for the mutagenesis of plants under a 
particular condition of the fertilization cycle. In the 
present paper we examine the effect of heavy-ion beams 
on various tissues of tobacco, and describe applicabil­
ity of this new technique for screening the herbicide­
resistant mutants. 

Anthers from the tobacco (Nicotiana tabacum cv. 
BY-4 and Xanthi) flower-buds were cultured on so­
called Nakata medium containing 2 mglL IAA, 1 mglL 
kinetin, 3% sucrose, and 0.6% agar. After 4 to 10 days 
of incubation, anthers were irradiated by the heavy­
ion beams (l4N or 20Ne at 135 MeV lu) within a dose 
range of 5 to 100 Gy. The LET of the Nand Ne ions 
were adjusted to be 28.5 and 63.0 Ke V I p,m, respec­
tively. One month after the irradiation, the number 
of the pollen germination was counted. The high-dose 
irradiation caused a decrease of the germination where 
embryos developed from pollen grains (Fig. 1). Re­
generated plants from the pollen grains which are an­
drogenic haploids become homozygous dihaploids in a 
single generation, thus this technique can considerably 
shorten a breeding cycle and fixation of mutant line. 

After 36 to 96 hours of pollination, Nicotiana 
tabacum cv. BY-4 intact embryos in the flowers of Nico-
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Fig. 1. Effects of the anther treatment with ion beams on 
the pollen germination. e; N ion for BY-4, 0; Ne ion for 
BY-4, A; N ion for Xanthi, and 6; Ne ion for Xanthi. 
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tiana tabacum cv. BY-4 were irradiated by heavy-ion 
beams (l4N at 135 MeV lu) for 36 to 96 hrs after pol­
lination. The treated plants were cultivated in a green 
house and the resulting Ml seeds were harvested one 
month after the treatment. Two-months old Ml plants 
with dark green leaves were used in the resistance test 
against 8-23142 (N-[4-chloro-2-fluoro-5-propargyloxy­
phenyl].:3,4,5,6-tetrahydrophthalimide), a herbicide in­
hibiting Protox which is a key enzyme in the chloro­
phyll biosynthesis at chloroplasts. Young leaf tissues 
were treated with 0.5-1000 p,M 8-23142 at 25°C in 
the continuous light (approx. 78 p,mol m-2s-1 ). Af­
ter 2 days, the chlorophyll contents of each tissue were 
measured, and one tolerant plant was selected by this 
bioassay. Chlorophyll contents were decreased by 50% 
at 1.1 p,M of 8-23142 in control (wild type) but at 
1.1 mM of that in the tolerant plant (Fig. 2). The re­
sults obtained will open a new field of research on the 
mutation spectrum of herbicide targeting sites. 
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Fig. 2. Effects of 8-23142 on chlorophyll contents of wild­
type plant and the tolerant plant. 0; wild-type, and e ; 
tolerant plant. 
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Cell Death and Mutation Induction on Cultured Cells by 
Irradiation of Heavy Ions and X-rays 

T. Kawada,* N. Shigematsu,* H. Ito, S. Yamashita, A. Takeda,* K. Toya,* 
R. Ishibashi,* A. Kubo,* T. Kanai, Y. F'urusawa, and F. Yatagai 

In order to evaluate the biological effects of heavy­
ion beams and X-rays on cultured cells, we have inves­
tigated the cell-killing effects and mutation induction 
at the hprt locus. Previously, we reported that 'heavy­
ion beams showed much more powerful cell-killing ef­
fects than X-rays and that the higher frequency of 
mutation took place with heavy-ion beams compared 
with X-rays. 1) In this report we have used one cell-line, 
MDA-MB231 (human breast cancer origin) to evaluate 
the biological effects of heavy-ion beams and X-rays 
and have studied the biological effect of fractionated 
irradiation against V79. The heavy-ion beams we em­
ployed were carbon (C) beams and neon (Ne) beams. 
Survival curves of MDA-MB231 against the dose of 
heavy-ion beams and X-rays were shown in Fig. l(a). 
Carbon beams and neon beams had much more pow­
erful cell-killing effects than X-rays. When the carbon 
and neon beams were used at the same LET level (80 
keY / J-lm), carbon beam showed slightly stronger cell­
killing effect. Fig. l(b) shows that neon beams have a 
smaller mutation induction effect than that of carbon 
beams when the carbon beams and neon beams were 
employed at the same LET level (80 keY / J-lm). This 
tendency was similar to V79 and RM G 1. 1) 

The effects of fractionated irradiation (3 hr inter­
val) on cell survival and mutation frequency against 
V79 were also investigated. Comparison of biologi-
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Fig. 1. (a) Survival curves of MDA-MB231 against 
X-rays and against carbon and neon beams, (b) Mu­
tation frequencies against the X-ray, carbon beam and 
neon beam irradiation. 
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cal effects of V79 cells between single and fractionated 
irradiations, employing carbon beams and X-rays, is 
shown in Fig. 2(a) and Fig. 2(b). Carbon beams had 
no significantly different effects on cell-killing between 
single and fractionated irradiations, whereas X-rays 
had. When the carbon beam irradiation was fraction­
ated, the mutation frequency was reduced although 
the survival curve was not affected. When cells were 
irradiated by X-rays, the cell survival was increased 
by fractionation, but the mutation frequency was not 
changed. On the other hand, when cells were irra­
diated by heavy-ion beams, survival curves were not 
affected, but the mutation frequency was reduced. 
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Fig. 2. Survival curves of V79 against X-rays and carbon 
beam by fractionation, (b) Mutation frequencies of the 
V79 per 106 cells after irradiated by X-rays and carbon 
beams by fractionation. 

We have evaluated the mutation caused by carbon 
beams, neon beams, and X-rays. We conclude as fol­
lows. (1) The mutation frequency is higher for the 
cells which were irradiated with heavy-ion beams than 
with X-rays. (2) The mutation frequency of MDA­
MB231 is less for the neon than carbon beams. This 
tendency is in accord with previous report. (3) When 
V79 was irradiated with heavy-ion beams, the frac­
tionated treatment can reduce the mutation frequency 
without decreasing the cell-killing effects. 
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Cell Cycle Progression after Heavy-Ion Irradiation 

K. Eguchi-Kasai, H. Itsukaichi, T. Kanai, and F. Yatagai 

We have studied the cell cycle progression in cul­
tured mammalian cells after irradiation with C-ion 
beams. Asynchronous V79 cells were irradiated by 
carbon ion beam (LET ~ 30 f'V 240 keY I /-tm) in mono­
layer using the cyclotron and RIMAC at NIRS and the 
RIKEN Ring Cyclotron. The cell population at G2 and 
M (G2 /M) phase measured by fiowcytometer (FCM) 
increased with incubation time after irradiation. Ac­
cumulation of cells at G2 /M phase was observed from 
4 h after irradiation. Accumulation lasted for several 
hours, with a peak at around 6 h. Accumulation length 
depended on irradiation dose and LET. The maximum 
value and the width of the peak increased with irradia­
tion dose for X-rays. For C ion with LET of 30 and 77 
ke V l /-tm, the peak value increased with dose up to 3 
Gy. Cells stayed at the G2 /M phase longer when they 
were irradiated by a higher dose or by the radiations 
with a higher LET. When cells were irradiated by the 
iso-survival dose, the profile of the G2/M phase cells 
was similar each other for X-rays and C-ions with 3 
LET values of 30, 77 and 240 keY I /-tm (Fig. 1). How­
ever for C ion with LET of 240 ke V I /-tm, the ratio of 
G2 /M to total increased up to 8 h, later than the ion 
with lower LET. We have not analyzed longer incu­
bation period for this LET C ion, because irradiation 
field at NIRS cyclotron is small and cell growth easily 
slow down. Further studies are needed at the higher 
LET region than 100 ke V I /-tm. In our first experiment 
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Fig. 1. Kinetics of the cell fraction at G2/M phase after 
C-ion irradiation, Cells are irradiated by X-ray (X) or 
C ion. LET of C ion is indicated in figure in ke V / 11m. 

of cell cycle analysis at the RIKEN Ring Cyclotron, 
little accumulation at G2/M phase were observed for 
8 h incubation after the C-ion irradiation with LET of 
153 ke V I /-tm. Cells might be synchronized during the 
transportation from NIRS to RIKEN, We shall repeat 
similar experiments using the samples more carefully 
prepared. 
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DNA Analysis of HPRT Mutations Induced by 
High-LET Carbon- and Neon-ion Beams 

Y. Kagawa, T. Shimazu,* N. Fukunishi, A. Fujie, M. Hirano,* F. Hanaoka, and F. Yatagai 

Analysis of the nature of mutations induced by high­
LET heavy ions can contribute not only to basic re­
search into biological effects but also to applications 
for radiation therapy and radiation risk estimation. 

To obt ain information about the mutations caused 
by exposure of cells to heavy-ion beams, we looked 
at that level of LET at which the particles lose most 
of their total energies and stop shortly after passing 
the cell. To acheive this exposure, the human lym­
phoblastoid TK6 cells were irradiated by the beams 
adjusted to LET 250, and 310 keY / /-tm for C- and 
Ne-ions, respectively. The hypoxanthine phosphoribo­
syltransferase (HPRT) mutant clones were selected by 
resistance to 6-thioguanine (5 /-tg/ ml) . As shown in Ta­
ble 1, HPRT mutations were clearly induced by irradi­
ation with each heavy-ion. We have analyzed precisely 
the obtained mutant clones by multiplex PCR, long 
PCR, and DNA sequencing of both genomic DNA and 
eDNA. The comparison of mutants by multiplex PCR 
analysis is shown in Table 2. Approximately 60% of 
the C-ion induced HPRT mutant clones showed point 
mutations. This result is consistent with our previ­
ous analysis of HPRT mutants from human embryo 

Table 1. The surviving fractions and mutation frequencies. 

Heavy Ion C Ne 

LET (keV / p,m) 250 310 
Dose (Gy) 0 3.0 3.0 

Surviving fraction 1.0 0.23 0.20 
Mutation frequency(X10-6) 0.6 2.7 4.4 

Table 2. Classification of mutational events by Multiplex 
PCR. 

Ion C Ne 
(LET, keY / p,m) (250) (310) 

Whole region deletion 1 5 
Partial region deletion 10 24 

Point mutation 17 5 
Total number of mutant clones 28 34 

Toray Research Center 

cells after the exposure to a similar high LET C-ion 
irradiation. 1,2) In contrast, about 85% of the mutants 
induced by Ne-ions were classified as deletion muta­
tions. These events included unique mutations such as 
a complicated loss of multiple exon-regions, mutants 
with the presence or absence of the exon 6 region it­
self, and other unique events (data not shown). The 
exon 6 events were seen only after Ne-ion irradiation. 
We conclude that these C- and Ne-ion irradiations pro­
duce clearly different mutational specificities. 

We are also exploring the use of long PCR method­
ology on genomic DNA to get more detailed informa­
tion about the deletion mutants. Figure 1 shows some 
mutants that are grouped together by multiplex PCR 
analysis as exon 6 deletions. Clearly, long PCR shows 
each mutant to be distinct deletions of 3.4, 2.6, and 
5.4 kb in size. 

Mutants 

Fig. 1. Analysis by long PCR. 
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A 100 ps Lived New Luminescence Component 
in Ion Irradiated Alumina 

K. Kimura, W. Hong, J. Kaneko, and N. !toh 

Many luminescence studies on pure a-alumina ex­
cited by X-ray, electrons, and photons have revealed 
two intrinsic luminescence bands at 7.5 eV (163 nm) 
and 3.8 e V (326 nm) as Valbis and Itoh had reviewed. 
The 7.5-eV band can be assigned to a self-trapped ex­
citon (STE) while the 3.8-e V band may be assigned 
preferably to a excited F+ -center, although extra STE 
model cannot be ruled out. l ) Recent studies seem still 
not to have obtained the decisive assignment. 2,3) We 
have studied on luminescence from the ion-irradiated 
alkali and alkaline-earth halides, especially on the ef­
fect of high-density excitation, using a fast decay mea­
surement technique. 4) The present report summarizes 
principally a new finding of a 100 ps decay component 
observed on the luminescence decay curves of ion irra­
diated a-alumina. 

Ion irradiation has produced luminescence bands at 
280, 422 , 688, and 709 nm in addition to 326 nm but 
the decay measurement has showed that those, ex­
cept for the 326-nm band, are due to the slow growing 
components like after glow. Then, they are reported 
elsewhere. 5) The decay curve of the 330-nm (3.8 eV) 
band, known in case of electron irradiation, shows that 
after the rapid rise in the initial stage, there appears a 
slow growth of 20% of the total near 200 ns and then 
the intensity decays with a half lifetime of about 400 
ns. The decay for the ion irradiation was quite different 
as Fig. l(a) shows. No after growth can be seen and 
its half lifetime of about 1 ns is much smaller than that 
in the case of the electron irradiation. In addition it 
was found that with increasing linear-energy-tran~fer 
(LET), namely, with increasing excitation density, the 
decay is enhanced with intensification of the initial rise 
of decay curve. The ratio of the rise for Kr ions to that 
for Ar ions is about 16, which is much larger than the 
LET ratio of these ions, 1.5. These results suggest 
that there is an extremely fast formation process for 
this band and that the densely-formed excited states 
interact each other radiatively. Furthermore, the de­
cay was not slowed down with decreasing temperature, 
but was enhanced: The initial rise at about 6 K was 
decreased at least 50% of that at room temperature for 
both ions. The result suggests that the luminescence 
cannot be assigned to the excited state associated with 
the recombination since most of centers are frozen at 
this temperature. Thus, the interaction between the 
excited states must be the long range or distant in­
teraction. Now, the assignment of the origins of the 
3.8 eV luminescence band has been so far separated 
into two candidates. One is the STE which belongs 
another type STE different from the one due to the 
7.5 eV band, the other is due to the excited F+ center 
formed by charge recombination. The present results 
support the former model since this can form STE in 
very short time range. Also, the results suggest the 
decay enhancement is stimulated by the distant inter-
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Fig. 1. (a) LET dependence of the decay curves at 
330 nm; the inset shows actual relative intensities. 
(b) A time-resolved spectrum obtained by Kr-ion ir­
radiation at 150 K. 

action between STE's for case of ion irradiation. 
In addition, was found a decay component disap­

pearing in about 100 ps. Figure l(b) shows a time­
dependent spectrum for case of Kr-ion irradiation at 
150 K, where the decay curves due to the 326-nm band 
were subtracted since they could be approximated by 
double exponentials except for the initial sharp decay­
ing part; a spike at 300 nm is due to an accidental er­
ror. The figure shows that the new band has a peak at 
around 400 nm, a broad FWHM of about 2.7 e V, and a 
half lifetime less than 100 ps. Furthermore, their initial 
rises were intensified by increasing LET. However, no 
temperature effect was observed. Therefore, the new 
band has the characters that (1) its half lifetime is 
much shorter than the spontaneous one of the trapped 
exciton, and (2) the decay is enhanced with increas­
ing excitation density even if the centers are frozen. 
These characters may suggest a stimulated emission 
of the excited states associated with the formation of 
loose bond. The free exciton can be ruled out because 
of the lower energy of the luminescence, although the 
free exciton must have a very short lifetime. The ex­
cited state seems to originate from the STE, but it is 
not certain at present. 
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Luminescence Spectra and Decay Curves of 
Ion Irradiated Diamonds 

J. Kaneko and K. Kimura 

Recently, it has become possible to obtain high 
purity synthetic diamond crystals. These diamond 
crystals are used for development of electrical devices 
and radiation detectors. 1) A cathode luminescence is a 
standard method for characterization of such diamond 
crystals, because it is possible to extract some infor­
mation about band-gap energy, centers of impurities 
and vacancies. Such diamond crystals were irradiated 
by several kinds of ions at the RIKEN Linear Accelera­
tor. Then the luminescence from diamond crystals was 
measured during this experiment. Moreover, a decay 
curve of free-exciton recombination luminescence was 
measured by using SISP (Single Ion hitting and Single 
Photon counting) system2) whose time resolution was 
better than 100 ps. 

Synthetic high purity type IIa single diamond crys­
tals were mainly used in this experiment. Lumines­
cence spectra and decay curves were measured at room 
temperature and at 80 K. The band "A" which was re­
ported in previous studies having used electron beams 
was dominant in the spectra at room temperature, and 
it had a very high luminescence efficiency. The wave 
length for the center of the band "A" was previously 
reported as 427 nm (2.9 eV), but it was 483 nm (2.56 
e V) on these synthetic type IIa diamonds. The decay 
time of the band "A" region of these diamond crystals 
was very slow and had a value of ms order. 

Figure 1 shows a luminescence spectrum of synthetic 
type IIa diamond bombarded by He+ ions at 80 K. 
The intensity of the band "A" decreased one tenth of 
that measured at room temperature. Moreover, the 
center of the band "A" shifted to the lower energy, 
i.e., 545 nm (2.27 eV). A peak regarded as free-exciton 
recombination luminescence was observed at 235 nm 
(5.27 eV). A free exciton recombination luminescence 
reft.ects a band gap energy of diamond, it is considered 
as an index of diamond crystal perfection. Figure 2 
shows a decay curve of luminescence of the free exci­
ton recombination luminescence. It consisted of two 
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Fig. 1. Luminescence spectrum of IIa diamond irradiated 
by He+ ions at 80 K. 
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Fig. 2. Decay curve at 235 nm of IIa diamond irradiated 
by He+ ions at 80 K. 

components having decay times of 1.3 and 5.4 ns. 
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Computing Environment Surrounding 
the Accelerator Research Facility 

T. Ichihara, Y. Watanabe, and A. Yoshida 

In this report, we describe a brief summary of the re­
cent computing environment surrounding the RIKEN 
Accelerator Research Facility (RARF). General de­
scription of the data acquisition system at the RARF 
can be found elsewhere.!} 

(1) Off-line data processing system 
Figure 1 shows the main part of the computing en­

vironment of RARF. Open VMS j AXP clusters of 12 
nodes are main components of the current date analy­
sis processors. These nodes are connected by 100 Mbps 
FDDI and ethernet. Total 330 GB of hard disks are 
available for the storage of the experimental data. 

Recently, the requirement to support the UNIX op­
erating system at RARF has increased, and we have 
decided to install and support two UNIX systems at 
RARF. In the beginning of 1998, two Alpha CPUs 

Fig. 1. Main part of the computing environment of RARF. 

(Digital UNIX) at 600 MHz and two Ultra Sparc CPUs 
at 300 MHz (Solaris 2) have been installed for UNIX 
user's environment. 

(2) On-line data acquisition system 
Currently, seven VAX computers are used for 

CAMAC-based on-line experiments at the RARF. In­
dependent measurements and detector tests can be 
performed without an interference. Gradual replace­
ment of the data aquisition system from the VAX with 
Q22-bus interface (Kinetic 3922) to the Alpha work 
station with PCI-bus interface (Kinetc 3915) is now in 
progress. 2) 

(3) Wide area computer network (WAN) conectivi­
ties 

The WAN bandwidth between RIKEN and 
STAjIMnet internet has increased from 1.5 Mbps to 
6.0 Mbps in April 1997. Since we need a much larger 
bandwidth (more than 10 Mbps) with BNL in USA for 
the RHIC Spin Project, we have submited an applica­
tion to the APAN (Asia-Pacific Advanced Network) 
project.3) The APAN project is expected to start op­
erating in May 1998 and at that time the bandwidth 
of the APAN supported USA-Japan internet backbone 
is expected to become 45 Mbps. 

(5) Address of the electronic-mail 
The address of the electronic-mail for a general user 

of the RIKEN Accelerator Research Facility is de­
scribed as follows, where the userid should be replaced 
by user's proper name. 

(Internet) 
userid@rikaxp.riken.go.jp 

(HEPnet jD ECnet) 
rikaxp:: USERID (or 41823::userid) 
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Optimization of Hexapole Magnet for ECR Ion Source 

T. Kurita, T. Nakagawa, and S. M. Lee 

Usually the permanent hexapole magnet is used to 
impose the radial magnetic field for plasma confine­
ment in ECR ion source. 1) In the present paper, we 
investigate the magnetic field strengths with respect 
to the size of parmanet magnet and to the number of 
magnet pieces in order to optimize the strength. 

Figure 1 shows the cross sectional view of a typ­
ical hexapole magnet which consists of 24 pieces 
of permanent magnet. As a typical demagnetiza­
tion cureve B (H) of permanent magnet for calcula­
tion of magnet field, we adopted a straight line from 
(H=-130000 [A/m], B=O [Gauss]) to (H=O [A/m], 
B=130000 [Gauss]) as shown in Fig. 2. The depen­
dence of the magnetic field strength on the size of per­
manent magnet is shown in Fig. 3. The horizontal axis 
is a ratio of the external radius to internal one. The 
vertical axis is a magnetic field strength at the half 
point of the internal radius. Each line is the case when 
number of pieces was 24. The dashed line indicates 
the case when internal radius was 4 cm. The solid line 
indicates the case when external radius was 2 cm. 

As show in Fig. 3, when magnetic field made by mag­
nets of different size is plotted as a function of the size 
of normalized with internal radius, the magnetic field 
does not depend on the internal radius of hexapole 

Fig. 1. The shape of Hexapole magnet consisting of 24 
permanent magnet pieces. Arrows indicate the direc­
tions of the magnetization. 

-130000 
H[A/m) 

Fig. 2. Demagnetization cureve B(H) of a typical par­
manet magnet. 
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Fig. 3. Dependence of the magnetic filed strength on the 
size of hexapole magnet. 

magnet. The magnetic field strength increase with nor­
malized radius up to rv3.5 and then saturates almost. 

Figure 4 shows the magnetic field strength as a func­
tion of the number of pieces. In this calculation, we 
used the one with internal radius of 4 cm and exter­
nal radius of 9 cm. The magnet field strength at the 
half point of internal radius are plotted. Magnet field 
strength increases with the number of pieces as shown 
in Fig. 3. However the saturation appears from 24 or 
30 pieces. It seems that a reasonable number of pieces 
is 24 or 30. 

16 pieces 30 pieces 36 pieces 

VI 3900 
tJl 
:l 
ro 

C,,!) 
3850 

t 3800 
C> 
r::: e 3750 +-' 
tJl 

-c 
Q) 3700 
-.:: 
u 

-.::; 3650 
aJ 
r::: 
C> 3600 ro 

:::E 15 20 25 30 35 40 

Number of Magnet Pieces 

Fig. 4. The magnetic filed strength as a function of the 
number of magnet pieces. 
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Development of the Slow Highly Charged Ion Beam 
below 100 eV /q from an ECR Ion Source 

for Ion-Atom Collision Experiments 

M. Kitajima, Y. Nakai, Y. Kanai, Y. Yamazaki, Y. Awaya, and Y. Itoh 

In order to study the charge transfer processes from 
highly charged ions to atoms and molecules in the col­
lisional energy range of below 100 eV /u, a new ex­
perimental setup of producing a mono-energetic slow 
highly charged ion beam below 100 eV /q has been de­
veloped. The apparatus is set at the 30° beam line 
of the RIKEN 14.5 GHz Caprice ECR ion source. 1) 

Schematic view of the apparatus is shown in Fig. l. 
The apparatus consists of deceleration lens, beam colli­
mator, and beam energy selector. Highly charged ions 
are extracted by the beam energy ranging 1-5 ke V / q 
into the beam line. Since the finial beam energy de­
pends on the potential of the plasma chamber of the 
ion source, the beam line is floating from the ground 
potential, so that a sufficient extraction potential can 
be applied. The ion beam is decelerated down to the 
beam energy of 100 e V / q and focused by the decelera­
tion lens and collimated by the collimator. The beam 
energy selector consists of entrance lenses, two sets of 
hemispherical electrostatic analyzer, and an exit lens. 
Typical currents of the energy selected NS+ beam are 
50 pA at the pass energy of 110 eV /q and 10 pA at 
the pass energy of 30 eV /q. 

In order to obtain the resolving power of each of the 

BeaD energy selector 

Second 

Dece I era t ion lens Coli iu tor 

;;';:-::;;;~\$$3------ - ---- -------) 

Fig. 1. Schematic view of the apparatus. Ion beam of 1-5 
keY /q from the 14.5 GHz Caprice ion source is decel­
erated down to 10-100 eV /q and selected the energy. 

hemispherical analyzer, energy broadening (b..E) of ion 
beam passed through the first hemispherical analyzer 
has been measured by the second hemispherical ana­
lyzer. The resolving power has been determined by 
fitting the data with the next equation. 

tlE = 2 
2(ax/2)2 - (ax/2)4 

(b/2)2 + (ax/2)2 

Here, a is the resolving power of each hemispherical 
analyzer, b the energy broadning of the ion beam at 
the enetrance slit of the first hemisphere, x the pass 
energy of the hemisphere, and b..E the measured en­
ergy broadening of ion beam passed through the first 
hemisphere. The results are shown in Fig. 2 as a func­
tion of the pass energy. The resolving power of each 
hemispherical analyzer has been determined from the 
above fitting and found to be 1/90. 

• 

o 50 100 
Pass Energy (e V /q) 

Fig. 2. The energy broadening ~E of ion beam passed 
through the first hemispherical analyzer as a function 
of the pass energy. Solid curve shows the results of the 
fitting with a = 1/90 and b = 1.5. 
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Precise Determination of Neutron Beam Polarization at 16 MeV 

K. Sagara, T. Fujita, K. Shigenaga, H. Akiyoshi, K. Tsuruta, K. Ogata, 
T. Yagita, H. Okuda, H. Nakamura, and T. Nakashima· 

A 16 MeV n-beam was produced by 2H(d, n)3He re­
action at Ed = 13.15 MeV, and the n-beam polariza­
tion was determined using the n + 4He scattering. Po­
larization of the a~beam was measured using 3He(d~ p) 
reaction. The production development of n-beam has 
been made at Kyushu University, and a precise experi­
ment on the analyzing power Ay (B) of n + d scattering 
will be made using a high-intensity d-:'beam available 
from RIKEN A VF Cyclotron. 

The gas cell for 2H2 target was the same as was 
used to produce a 12 MeV n-beam,l) except that the 
thickness of Ta window foils for the beam entrance and 
exit was increased from 3 to 5 /.Lm so as to increase the 
2H2 gas pressure from 3 to 5 atm. The pressure of the 
3He target gas was also raised from 1.5 to 2.5 atm. The 
4He target was liquid, and worked also as a scintilator. 

First, the analyzing powers Ay (B) and Ayy (B) of 
3He(d, p) reaction were measured at Ed = 10-16 MeV, 
and the maximum of Ay (B) was determined within an 
accuracy of about 0.7%. 

Increase of the n-beam energy from 12 MeV to 16 
MeV caused two problems. One problem was a large 
increase of the n- and [-fluxes which were mainly pro­
duced at the window foils and at the beam stopper 
of Ta, and which hit the neutron counters of NE213 
to yield large backgrounds. A shield of 30 cm thick 
lead attenuated the fluxes by about an order of mag­
nitude. However, an additional lead could not reduce 
the flux. By surrounding the flux source with a 10 
cm thick paraffin block, the n-flux was decreased by 
another order of magnitude. Although the [-flux is 
still high, the [-signals can be rejected using the n-[ 
separation circuit. 

Another problem was the absolute determination of 
the n-beam polarization. From the n+4 He experiment, 
we have obtained the data for K~(OO)Ay(B). The po-

larization transfer coefficient K~(OO) of 2H(d, n)3He re­
action can be determined with the knowledge of Ay(B). 
Since Ay (B) of the n + 4He scattering takes theoreti­
cally maximum value (=1) near 12 MeV, the maximum 
of Ay (B) at 12 Me V can be well approximated as 1.000. 
At 16 MeV, however, the approximation does not hold. 
Moreover, the existing several sets of the phase shifts 
for the n + 4 He scattering predict different Ay (B). 

We therefore made a modified phase shift analysis. 
An existing set of the phase shifts was adopted as a 
starting point, and the cross section data were pro­
duced from the set. Then, the phase shifts and K~(OO) 
were so adjusted as to fit our K~(OO)Ay(B) data and 
the cross section data. Figure 1 shows the result. We 

Faculty of Science, Kyushu University 
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Fig. 1. Measured asymmetries for the ii + 4 He scatter­
ing (filled circles) and the result of modified phase shift 
analysis curve. 

have obtained almost the same values for K~(OO) and 
phase shifts from any set of the existing phase shifts. 
The K~(OO) value obtained at 16 MeV (preliminary) 
is shown in Fig. 2 together with our data at 12 Me V 
and TUNL data. 2) A half of the difference between 
our data and TUNL data is due to the different Ay (B) 
values adopted. 

The n-beam polarizations P~ is expressed as 

P~ = 3/2K~(OO)p~/[1 - 1/4Azz(OO)p~yl. (1) 

Since the analyzing power Azz(OO) of 2H(d~ n)3He re­
action was also measured, we can determine P~ from 

the d-:' beam polarization P~ and P~y. 
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Fig. 2. Polarization transfer coefficient, K~(OO), of the 
2H(ct: ii)3He reaction. Filled and open circles are our 
data and TUNL data,2) respectively. 
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Developement and Characterization of 
the Self-TOF Neutron Detector 

N. Nakao,*l M. Nakao,*2 M. Sasaki,*2 T. Nakamura,*2 T. Shibata,*l and Y. Uwamino 

Since the facilities require more massive shields with 
increase of the accelerating beam current and energy, 
the shielding design at higher accuracy is essential to 
save the construction cost. Such shielding designs are 
performed according to the results of particle transport 
calculation using the variety of simulation codes. Al­
though high neutron energy spectra are neccessary in 
the shielding experiment for estimating the accuracy of 
such simulation codes, such data are very scarce above 
",100 MeV. 

Now, spectrometries of high energy neutron are gen­
erally performed by measuring the neutrons attenu­
ated by various kinds of moderators using various neu­
tron detector devices such as 3He counter, TLD, and 
track detector. Then neutron energy spectra are ob­
tained by an iteration type unfolding method using 
simulated spectra. This method, however, includes 
uncertainty of the simulated results and iteration pro­
cesses, and has problems of not measuring the high 
energy neutrons. On the other hand, an unfolding 
method using a pulse-height distribution measured by 
an organic liquid scintillator gives much more accurate 
neutron energy spectra. 1- 3 ) This method, however, is 
limited by the scintillator size due to the leakage of the 
recoil protons generated in the scintillator, thus neces­
sitating a huge scintillator to measure higher neutrons. 
Therefore, we have developed a new type neutron spec­
trometer system (called Self-TOF detector) which can 
measure energy spectra of such leakaged protons in or­
der to measure the neutrons of energy range 100 MeV 
'" 1 GeV. 

This Self-TOF detector consists of an assembly of 
a 150-mm x 150-mm x 5-mm-thick scintillator as a 
veto counter (VET), 20 sets of 100-mm x 100-mm x 
6-mm-thick radiator-scintillator (RAD), a 100-mm x 
100-mm x 5-mm-thick scintillator as a start timing 
generator (STA), and 9 sets of 200-mm x 200-mm x 
20-mm-thick scintillators as a stop timing generator 
(STO). The arrangement of the Self-TOF detector is 
shown in Fig. 1. All of the scintillators are NE102A 
plastic scintillators. The STO was set at 120 cm after 
the center of the STA. Thus, many of segments of RAD 
and of STO give a high detection efficiency. Particles 
emitted from RAD at angles of up to '" 16 degree can 
be measured, and the efficiency at 100 MeV neutrons 
is expected to be '" 1 % according to the HETC-3STEP 
Monte Carlo code4) calculation. 

Protons induced at a forward direction by incident 
neutrons in RAD pass through the rest of RAD and 

*1 High Energy Accelerator Research Organization (KEK) 
*2 Cyclotron and Radioisotope Center, Tohoku University 

Start-scintillator 
(STA) 

Fig. 1. The Self-TOF detector system. 

STA, and are detected by one of the STO segments. 
The proton energy (Ep) is estimated using the pro­
ton flight time (TOF-p) between STA and STO. Two 
photomultiplier tubes (PMT) are attached to STA to 
obtain a good time resolution; the mean time of two 
PMT outputs generates the start timing signal, which 
are independent of the scintillation position in STA. 
The initial energies of induced protons in RAD are ob­
tained by adding the energy losses (~E) in RAD and 
STA to the Ep obtained by the TOF method. The 
radiator which generates protons can be easily found 
by observing all outputs of the RAD segments, and 
energy losses of the protons in RAD can be estimated. 

In order to examine the detector performance and to 
estimate the accuracy of detector response calculation 
by the HETC-3STEP Monte Carlo code,4) a neutron 
irradiation experiment was performed using the quasi­
monoenergetic neutrons produced by a 10-mm-thick 
7Li target bombarded by 135 MeV/nucleon Ht -ions 
at the E4 neutron beam course of the RIKEN Ring 
Cyclotron Facility. In this experiment, the response 
function of the detector system for a monoenergetic 
neutron was measured using only 6 sets of radiator­
scintillators and 3 sets of stop-scintillators. The detec­
tor was placed behind the collimator at the position of 
11 m from the Li target to STA in the neutron beam 
course as shown in Fig. 2. The coincidence events be­
tween STA and STO were selected, and all of the pulse 
heights from each photomultiplier and the proton flight 
times (TOF-p) were stored in the event-by-event mode. 
Incident neutron flight times (TOF-n) between the Li 
target and STA were also stored using chopper trigger 
signals of the cyclotron (repetition period: '" 1p,sec), 
and the response of the detector for peak neutron en­
ergy (",132 MeV, FWHM:2.5 MeV) was obtained by 
an off-line analysis. Time resolution of the detector 
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Fig. 2. Experimental setup at E4 neutron beam course in 
RIKEN. 

system, which was estimated from the I'-ray events, is 
""0.5 nsec, and the energy resolution at 132 MeV is 
",,20 MeV. 

In a two dimensional plot of the TOF-p versus STO's 
light outputs, proton, deuteron, and I'-ray components 
can be seen in Fig. 3(a). The only proton events 
were selected as shown in Fig.3(b) by the help of en­
ergy loss difference in all radiators from their outputs. 
Then, the TOF-p distribution was converted into the 
proton energy spectrum. Figure 4(a) shows an en­
ergy spectrum of protons generated from six radiator­
scintillators measured with the center stop-scintillator. 
In the distribution, knock-out protons are seen as the 
peak, which is little broad because of proton energy 
loss in the radiators. Figure 4(b) shows energy spectra 
of protons from one of the radiators measured with the 
center and side stop-scintillator, which were obtained 
by adding the sum of the proton energy losses in RAD 
and STA. These measured data are compared with that 
calculated by HETC code.4) The discrepancies are up 
to ",,20% between measured and calculated responses 
integrated in the peak region. On the other hand, low 
energy protons generated by carbon reactions are also 
seen in the low energy tail, and measured data is about 
twice as high as the calculated data. This can perhaps 
be considered that a part of deuteron components are 
included in the measured data at the low energy tail 
by this discrimination method. 

In this work, the experimental detector response was 
obtained for 132 MeV monoenergetic neutrons, and it 
is concluded that the energy of neutrons higher than 
100 MeV can be measured with this detector system. 
Neutron energy spectra can be obtained by an unfold­
ing method using the response functions for various 
neutron energies. Since the actual neutron spectra are 
rather broad behind the shielding in the accelerator fa­
cility and since a high resolution of energy spectrum is 
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Fig. 3. Two dimensional plot of proton-TOF versus 
stop-counter-light-output : (a) raw data, and (b) the 
data after selecting only proton events. 

2 I 6 radiators I 
~ Center 
~ Stop-counter = ~ 
I: 

= 8 

(a) 

~ Center 
::;: I Stop-counter 

Side 
Stop-Counter 

= 
~ 
= 8 

<:> 

E 0.5 
OJ 

I: 
= 
~ 
~ 

Exp. 
-- Calcd. 

60 XU IOU 120 1010 60 HO 100 120 loll) 

Proton Energy [MeV] 

(b) 

Fig. 4. Detector performance for 132 MeV neutrons, 
comparing with that calculated by the RETe code. 
(a) Proton energy spectrum measured with the cen­
ter stop-counter by flight time of the protons gener­
ated from six radiators. (b) Energy spectrum of pro­
tons from the 6th-radiator measured with the center 
and side stop-counters after energy loss correction. 

not required, this performance is enough for the neu­
tron spectrometry and is expected to give more reliable 
and more accurate results than any other methods to 
our knowledge. We are now ready to measure the re­
sponse functions of complete setup of the detector for 
higher energy neutrons, and to study the detector per­
formance in order to obtain a much better energy res­
olution and discrimination of protons. 
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Proton Induced Activation in GSO, BGO Scintillators 

M. Kokubun,·l E. Idesawa,·l K. Matsuzaki,·l T. Mizuno,·l 
Y. Saito,·2 K. Takizawa,·2 and A. Yoshida 

The Hard X-ray Detector(HXD) is one of the three 
experiments to be aboard ASTRO-E which is the 
fifth Japanese X-ray satellite scheduled to be launched 
in the year 2000.1) It covers the energy range from 
50 to 600 keV by the GSO(Gd2Si05; Ce) scintilla­
tors located at the bottom of a "well" made of the 
BGO(Bi4Ge3012) scintillators. 

In the orbit of the satellite, there are energetic ('" 100 
MeV) protons which are trapped by the earth magnetic 
field and these particles will produce radioactive iso­
topes in the scintillators. Because these radioactivities 
are considered to become the dominant background for 
the HXD, it is important to study the characteristics 
of the effect of radio activation on the ground. 

vVe irradiated the GSO and BGO scintillators with 
the Ht particles which were accelerated to 135 MeV lu 
at RIKEN Ring Cyclotron, and measured the induced 
radioactivities. The intensity of the beam was set to 
extremely low level ('" 106 counts I sec) in order to ac­
curately count the number of Ht particles which had 
penetrated the two plastic scintilla tors located verti­
cally to the beam upstream of the target scintillator. 
Total ",109 Hts were counted and this corresponds to 
the amount that one GSO is to be irradiated for about 
100 days in the orbit. 

Two radioactivated GSO scintilla tors were mea­
sured, one by a germanium detector to identify the ra­
dioactive isotopes produced and the other by a PMT to 
know the actual response against the radiations inside 
the GSO. Table 1 shows the identified radionuclides 
corresponding to their half lives. 

Within a few days after irradiation, complicated and 
variable spectra from the radionuclides shown in the 
first row of Table 1 were obtained through the PMT. 
Though they might confuse the observational data 
in the orbit, it is expected that most events caused 
from these short-life nuclides can be rejected by the 
phoswich technic and anti-coincidence methods at the 

• 1 Department of Physics, University of Tokyo 
*2 The Institute of Space and Astronautical Science 

Table 1. Identified radionuclides. 

Half life ('T) 

'T ~ 1day 

T ~ 30days 

identified nuclide 

156Tb, 155Tb, 153Tb, 149Gd 
147 Gd, 147 Eu, 146 Eu, 145 Eu 

'T ~ 30days 153Gd, 151Gd, 149 Eu, 146Gd, 145Sm 

BGO shield surrounding the GSO scintillators. 
On the other hand, the spectra which were observed 

long time (more than 30 days) after the irradiation can 
be explained by the nuclear emissions radiated in the 
radioactive decays of only 5 or 6 radionuclides shown 
in the last row of Table 1. Though they can not be 
rejected from radioactivational backgrounds, because 
of their low energy ('" ~ 200 ke V) gamma ray emis­
sions which can be stopped within the GSO scintil­
laor, we will again be able to subtract these long­
term, stable backgrounds by using the off-source ob­
servational data. Furthermore, we have successfully 
obtained the Monte-Carlo simulated spectra which are 
expected from the radioactivated GSO scintillator read 
through a PMT, based on the nuclear data of the iden­
tified radionuclides. This simulation has reproduced 
more than 95% of the experimental data within the 
energy range from 50 to 500 ke V. Therefore, the sim­
ulation can be another tool to understand the actual 
background of the HXD in the orbit. 
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In-Vacuum Plastic-Scintillator Hodoscope for Low-Background 
Measurements of Charged Particles 

1. Hisanaga, T. Motobayashi, and Y. Ando 

A vacuum chamber has been constructed, so that 
the plastic-scintillator hodoscope for Coulomb dissoci­
ation experiments1,2) can be mounted inside of it for 
reduction of background. In the last experiment the 
vacuum was sealed at 5 m downstream of the target 
just in front of the hodoscope, because the hodoscope 
was installed in the atmosphere. The window which 
sealed vacuum from air caused background reactions. 
The overall thickness of the window (mylar) and air 
was about 10-2 g/cm2 , which was comparable to the 
target thickness. Therefore, the yield from the back­
ground was comparable to that from the target. In the 
present setup, on the other hand, the relevant back­
ground was entirely eliminated. 

The hodoscope system was set 5 m downstream of 
the secondary target position of the RIKEN Projectile­
fragment Separator (RIPS) , and measured the frag­
ments, p and 8B, produced from the 9C + natPb inter­
action. t 

Figure 1 shows a schematic view of the setup. The 
hodoscope consists of ~E and E walls with 5 and 60 
mm thickness, respectively. The time of flight method 
was employed to measure the energies of the fragments. 
The ~E and E counters, which cover 1 xl m2 area, 
were divided vertically to 13 segments and horizontally 
to 16 segments for coincidence measurements of plural 
charged particles. The width of the ~E strips was 40 
mm or 100 mm, while that of E strips was 30 mm or 
75 mm. The central detectors have narrower width in 
order to stand for higher counting rates. Two Photo­
multiplier TUbes (PMTs) were coupled to both ends of 
each strips and measured the difference of arrival times 
to determine hitting positions. 

We mounted the PMTs outside the vacuum chamber 
to avoid possible electric discharge in PMT bases. The 
mechanical construction around the PMT is shown in 
Fig. 2. A plastic light pipe per PMT sealed the vac­
uum chamber and also guided the light from the scin­
tillator to the PMT outside the chamber. In vacuum, 
the scintillators and the light pipes were communicated 
across transparent rubber pads . Good optical contact 
was achieved due to the atmospheric pressure pushing 
the pads. Because the light pipes are allowed to move 
against the chamber wall, the corresponding motion of 
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The aim of this experiment is to measure the 8B(p,,)9C 
synthesis reaction cross section of astrophysical interest in­
directly. The inverse process, Coulomb dissociation reaction 
9C -t 8B + p corresponds to the 9C(virtual- "p)8B reac­
tion, where the virtual photon(r) is produced during the 
collision between the projectile and the target. 

Fig. 1. The setup for 9C ----t 8B + p Coulomb dissociation 
measurement. 

Opt ical Interface! 
(Transparent Rubber ) 

Chambe r Wa I I 

Scint i Ilator 

Fig. 2. Structure around the PMT. 

flange dose not give too large stress to the scintillators. 
The pressure in the chamber achieved 7 Pa with a 

2500 l/min oil-sealed rotary pump. This pressure is 
equivalent to the thickness of 10-5 g/cm2

, and was 
enough to realize the primary aim. 
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Beta-Ray Imaging Detector Using Scintillating Fibers 

K. Morimoto and F. Tokanai 

Genomic Linkage Map data l ) are provided by means 
of autoradiographic films. This technique allows the 
detection over a large surface (35 x 43 cm2 ) area with 
excellent spatial resolution (rv50 p,m). 32p are cur­
rently used for landmarks. However they have two 
shortcomings: long exposure time (about two weeks) 
and lack of quantitative information. 

To improve them, we are developing an imaging de­
tector using scintillating fibers. This detector consists 
of two layers (X and Y layers) of scintillating fibers cou­
pled to multianode photomultiplier tubes (MA-PMT). 
Each layer consists of 512 fibers with the cross section 
of 0.8 mm square (BICRON BCF-12 type). To reduce 
a dead space of fiber-belt the square type fiber was 
chosen. 

Furthermore, to avoid using too many MA-PMT de­
tectors and electronics, we used a matrix method as 
shown in Fig. 1. Each side of 256 fibers was arranged 
into a 16 x 16 matrix. At the one end of fiber matrix is 
attached to a MA-PMT to read lateral 16 lines infor­
mation and the other side is to read vertical 16 lines 
information. One of the MA-PMT gives the informa­
tion package of 16 fibers (belt) and the other gives indi­
vidual information of each package of 16 fibers (strip). 
Therefore, 256 fibers can be encoded by the two 16 ch 
MA-PMT. The signals from MA-PMT are sent to a 
discriminator whose threshold level is variable for each 
channel. Moreover, MA-PMT noise can be reduced by 
triggering the events which coincide between each side 
of fibers and each layer. 
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Fig. 1. Repart ition of the 256 scintillating fiber unit ex­
tremities on t he MA-PMTs. 

These detectors include four identical sets of scintil­
lation fiber in order to cover the genomic sheet, two 
of them give X-directional position the others give Y­
directional position. These four detectors cover 43 x 43 
cm2 area. 

The spatial resolution and cross talk of this detector 
were measured using the 1 MeV and 0.5 MeV internal­
conversion electrons from a 207Bi source with a diam­
eter of 3 mm. The position histograms for the X-axis 

and Y-axis are shown in Fig. 2 and 3, respectively. 
These spatial resolutions for the 3 mm diameter beta­
ray source are 4.8 mm (FWHM) for X-axis and 5.6 mm 
(FWHM) for Y-axis, respectively. The cross talk ratio 
is low, less than 5%. 
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Fig. 2. Scintillation fiber projection on the X axis for the 
3 mm diameter 207Bi . 
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Fig. 3. Projection on the Y axis at the same event as X 
axis . 

The problem still to be solved with this detector is its 
efficiency. It is about 0.5% which was estimated from 
the ratio of a detection rate to the source intensity. 
This relatively poor efficiency is explained by the low 
gain of the MA-PMT. To solve this problem we will 
try to put an amplifier between output signals of MA­
PMT and discriminator. 

A charged particle deposits the energy more than a 
beta-ray in the scintillation fibers at the same incident 
energy. Therefore, this type of detector can give a good 
S IN ratio and a good spatial resolution for charged 
particles. Therefore, this detector has the possibility 
of being a position sensitive charged particle detector 
for accelerator experiments. Currently we are making 
detectors using thiner fibers whose size is 400 p,m and 
250 p,m. 
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Development of a Fast Two-Dimensional PP AC 

H. Kumagai and I. Tanihata 

A two-dimensionally position-sensitive PPAC (Par­
allel Plate Avalanche Counter) for high counting-rate 
application has been developed for low-energy radioac­
tive ion beams at the RIPS in RIKEN. A delay-line 
readout method has been used to pickup electron­
induced signals from stripped cathodes. An electron­
induced signal has a fast rise time and a fall time of 
about 4 ns , and is thus thousand times faster than the 
signals from ions, that are used in the previous model. 

The previous model1) used the charge-division 
method for position determination and gave a good 
resolution and linearity. That model has been used 
for monitoring the position profiles of radioactive ion 
beams. However a pile up of signals becomes serious 
when the counting rate is higher than a few thousand 
per second. This is a natural limitation as long as one 
uses slow ion signals (rise time of 3 J.Ls). In contrast the 
present delay-line read-out model provides a good po­
sition information for a counting rate as high as 106 /s. 

The delay-line readout was reported2) previously by 
several authors, but the posit ion information was dis­
cretized on the strip position. In the present model, 
a position is read continuously without break. This 
condition was obtained after a adjustment of the rise 
time of the signal, electrode spacing, and delay line. 

The cathode layout is shown in Fig. 1. The 2.40 mm 
wide strips with 0.15 mm inter-strip spacing are made 
by evaporation of Au with 30 nm in thickness. The 
base material is 1.5 J.Lm Myler foil and is mounted onto 
aGIO frame of 2 mm thickness. The number of strips 
is 40 in both X and Y directions and thus provides 
the sensitive area of 100 x 100 mm2. Each strip is 
connected to the delay-line taps described below. 

The lumped-constant type delay line was used. The 
110 mm long solenoid was wound by 0.3 mm¢> Cu wire 
onto a 2 mm¢> bakelite rod. The taps are made every 
8 turns of coil. Then 39 pF capacitors are connected 
from the taps to the ground . The signals from the 
strip electrodes are also connected to these taps. This 
delay line had a 55 n impedance and a delay of 0.80 
ns/mm. The attenuation measured by signals of 4 ns 
rise and fall times, signals from a rays, was 15% in 
whole length. The rise time of 4.7 ns was observed after 
the transmission of the signal through the delay line. 
The combination of 4 ns rise time and 2 ns inter-strip 
delay time provided the best result for the linearity of 

40 strips 
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Coil 

Condensers 
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Fig. 1. The cathode structure of the delay-line PPAC. 
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the position information. 
The anode was also made by Au evaporation onto 

the same Mylar foil on a same frame. The spacing 
between the anode and the cathode was 4 mm. The 
detector windows were made of 4 J.Lm Mylar foil with 
evaporated Al on the surface. The detector gas was 10 
Torr C3Fs and the operating bias was 880-900 Volts. 

The integrated linearity obtained by an 241 Am alpha 
source is shown in Fig. 2. As seen in the figure, within 
±45 mm from the center of the detector, the errors are 
smaller than ±0.05 mm for both X and Y directions. 
The error increases rapidly beyond 45 mm from the 
center. The position resolution within this ±45 mm is 
(J = 0.3 mm. The differential linearity for ~x = 2.5 
mm is better than ±1.5%. 
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~ 0.0 

Ii f ~. 1 

. 

-50 -40 -30 -20 ·10 0 10 20 30 40 50 

Position (mm) 

Fig. 2. lntegrallinearity of the PPAC. 

The efficiency of the PPAC was tested by a 14.5A 
MeV 7Be beam to be 83%. This efficiency is somewhat 
lower than the previous charge division type PPAC. It 
is considered to be due to the smaller induced signal 
from electrons. Therefore the present detector is ef­
fective only for low energies or for large Z particles at 
higher energies. 

The total delay time of the delay line is 80 ns and 
it gives a resolving time of the detector. Positions of 
two or more particles coming into the detector within 
this time interval are not determined. However the 
sum of the TDC readout from the two ends of the 
delay line provides the hit multiplicity test. (The time 
difference is used for the position determination.) The 
time-sum from a single-particle hit does not depend 
on the position of the hit , but it shifts for a multiple­
hit event. Therefore a shift of the time-sum indicates 
a multiple-hit event. This multiple-hit rate was only 
9% of the total events even for an operation under the 
counting rate of 106 /s. The position resolution was 
(J" = 0.4 mm under this condition. A 4He beam of 
2A MeV was used for this test. It is recommended, 
however, to keep the counting rate below 250 kcps for 
long-term stable operation. 
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A Large Area PP AC lIonization Chamber 

K. Yoshida, M. Shimooka, R. Wada, T. Nakagawa, K. Nakagawa, 
1. Tanihata, Y. Aoki, and J. Kasagi 

A large area parallel-plate avalanche counter 
(PPAC) and ionization chamber array has been con­
structed for the detection of fission fragments from 
a very heavy compound nucleus with mass A~300. 
Recent theoretical calculation suggests a formation of 
such a heavy compound nucleus by the collision be­
tween heavy nuclei such as 208Pb + 208Pb. A heavy 
compound nucleus, if it is formed, will decay to plural 
fragments by fission. The present detector is designed 
to detect such fragments to investigate formation of 
heavy compound nuclei. In order to distinguish the 
products from deep inelastic reaction, we focused on 
the detection of all the fragments from a ternary fis­
sion of heavy compound nucleus. The fragments from 
usual binary fission are less informative for the case, 
since they distribute in space similar to the reaction 
products of deep inelastic reaction. 

The detector is designed to cover 25- 75° in labora­
tory angle with respect to the beam axis. In order to 
obtain a high detection efficiency, it covers most of the 
region where the three fragments are expected. The 
forward angles in laboratory frame are excluded since a 
large number of elastically scattered beam particles are 
expected. As shown in Fig. 1, the detector is divided 
azimuthally to 12 identical units with a minimum dead 
space in between. Each unit is further divided into 
four sub-sections inside. Each sub-section consists of 
a PPAC and an ionization chamber (IC). The PPAC 
provides a position and , a time-of-flight (TOF) infor­
mations. The IC gives energy of a fragment. In or-

Fig. 1. Overview of the PPAC/ionization chamber. 

der to obtain a reasonable mass resolution (::;10% in 
FWHM), the flight path is set to be 50 cm. 

The PPAC consists of one anode and two cathodes 
placed at the both sides of the anode in the distance 
of 2.5 mm. The position is obtained by the delay line 
method. The cathode strips of 4.7 mm in width are 
formed onto the 1.5 J.1.m mylar foil by evaporating the 
60 J.1.g/ cm2 gold with a 5 mm pitch. Each strip is con­
nected with a 2 ns delay chip in between. The anode 
is made of the 1.5 J.1.m mylar film coated with the 60 
J.1.g/cm2 gold in both sides. The timing signal is ob­
tained from the anode. 

The IC consists of an entrance window, a Frisch grid, 
and an anode. The entrance window is a 4 J.1.m alu­
minized mylar attached to a stainless-steel honeycomb 
mesh with a 20 mm cell size and 0.15 mm in thick­
ness. It sustains the pressure difference up to 150 torr. 
The window keeps the ground potential and electri­
cally works as a cathode. The Frisch grid is made of a 
1.5 x 1.5 mm2 stainless-steel mesh with a line width of 
0.1 mm. It is placed at 170 mm from the entrance 
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Fig. 2. TOF vs. E plot (a), and mass vs. theta plot 
(b), obtained from the 129Xe + 209Bi reaction at 7 
MeV /nucleon Xe beam. 
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window and the voltage 15-20% lower than the an­
ode is applied. The anode is made of a printed circuit 
board and placed 10 mm apart from the grid. Field 
shaping grid is placed near the side wall of the cham­
ber to form a homogeneous electric field between the 
entrance window and the Frisch grid. 

The detector was tested with 129Xe beam at 7 
MeV /nucleon delivered from the RIKEN Ring Cy­
clotron (RRC). The targets used were a self-supported 
209Bi foil of 1 mg/cm2 in thickness and a 1 mg/cm2 

232Th foil backed with 16 /-Lm aluminum. The 
detector was irradiated by the elastically scattered 
129Xe with energies from 6.2 MeV/nucleon (25°) to 
2.5 MeV/nucleon (75°) for the case of 209Bi tar­
get and with energies from 4.7 MeV/nucleon to 2.1 
MeV/nucleon for the case of 232Th. Both of the PPAC 
and the IC were operated with same isobutane gas but 
in different pressure; 5 torr for PPAC and 150 torr for 
IC. The applied anode-cathode voltages are 480 V for 
PPAC and 1500 V for IC. 
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A two-dimensional plot of TOF vs. energy deposit E 
in the IC obtained for 129Xe + 209Bi reaction is shown 
in Fig. 2(a). TOF is obtained from the time difference 
between the PPAC signal and the RF signal of the 
RRC. The intensive locus at the large E and fast TOF 
is the elastically scattered 129Xe. Target-like products 
are also seen at the region of the small E and the slow 
TOF. The masses of detected particles were deduced 
from the TOF and E after correction of the energy 
loss of the particles in the PPAC and in the entrance 
window of the IC. The result is shown in Fig. 2(b) 
against the detection angles. The energy loss correc­
tion were 20% (25°, 6.2 MeV/nucleon) and 50% (80°, 
2.5 MeV/nucleon) for 129Xe. The gap seen in Fig. 
2(b) between 50° and 55° is due to the dead space of 
the detector. Elastically scattered 129Xe is clearly seen 
at 25- 60°. In_larger angles, elastic event was not ob­
served since the grazing angle is 49° for the reaction. 
The mass resolution of 10% in FWHM is obtained for 
the 129Xe. 
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ANew Fluorescence Photon Detection System for 
Collinear Laser Spectroscopy 

S. Ozawa, T. Ariga, K. Ikegami, N. Inabe, M. Kase, T. Katayama, T. Kubo, H. Okuno, 
I. Tanihata, M. Wakasugi, Y. Watanabe, Y. Yano, and A. Yoshida 

In order to measure the atomic transition energy 
precisely in the high-energy and highly-charged ion 
beams, we have constructed an ultra-law background 
fluorescence detection system. We tested the system 
by measuring the D 1 and D2 transitions in the Li­
like 11 B2+ ion (primary beam) accelerated up to 11.25 
MeV / nucleon. 

The experimental setup is shown in Fig. 1. The ion 
beam and the laser beam collide each other at the col­
lision point. Excited ions emit fluorescence photons 
during the flight, and they are detected by the fluores­
cence detector. The fluorescence detector consists of 
a charcoal panel which can be cooled down to 18 K, 
optical filters, lenses, and photomultipliers. Since the 
cooled charcoal panel can make the vacuum of detec­
tor region two orders of magnitude higher than that at 
temperature of 298 K, the noise from the collisions be­
tween residual gas and ions was dramatically reduced. 
In fact, the noise signals from the second bunch of the 
ion beam completely disappeared at 18 K as shown in 
the timing spectra of Fig. 2. Since the laser beam col­
lides with only the first bunch, the peak at the first 
bunch at 18 K contains fluorescence signals without 
noise. Dichroic filters and four movable collimators 
were placed to suppress the scattered light of laser 
beam. Small reflection rate of light of the charcoal 
panel was also effective to reduce the stray photons 
from laser beam. 

Laser 

Fig. 1. The ultra-low background photon detection sys­
tem. 

The velocity of the ion beam was derived to be 
f3 = 0.15394(7) from the magnetic field strengths of 
the dipole magnets of RIPS. Taking a timing gate 
at the first bunch in Fig. 2, the fluorescence spectra 
due to the D1 and D2 transitions were obtained as 
shown in Fig. 3. The signal to noise ratio was about 
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Fig. 2. The timing spectra measured with PM at the two 
different temperatures of the charcoal panel: 18 K with 
laser and 298 K without laser. 

200. Transition energy of the Dl and D2 were esti­
mated to be 48346.8(33) and 48380.0(33) em-I, re­
spectively. Both values are about 12 cm-1 smaller than 
the NBS values.!) Those differences are due to errors in 
the wavelength calibration. The counting rate of the 
fluorescence was found to be 3.3 x 10- 6 counts/ion, 
which is more than forty-times better than the last 
experiment.2) 
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Fig. 3. The fluorescence spectra due to the Dl and D2 
transitions. 
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Final Calibration of Cosmic Ray Heavy Ion Telescope 
for First Brazilian Scientific Satellite 

T . Kohno, H. Kato, H. Miyasaka, and K. Nagata 

An international collaboration of cosmic ray heavy 
ion observation with the first Brazilian scientific 
satellite! ) is now being proceeded. It is planned to be 
launched around May 1998 by Chinese rocket, Long 
March. Our Japanese side is in charge of detector 
telescope including charge sensitive pre-amplifier and 
the detector bias voltage supply. The Naval Research 
Laboratory (NRL) of the United States is in charge 
of analogue circuit including ADC, and the Institute 
Nacional de Pesquisas Espaciais (INPE) of Brazilian 
side is in charge of digital circuit and interface for the 
satellite system. This instrument is named as ORCAS 
(Observac:;oes de Raios-C6smicos Anomalos e Solares 
na Magnetosfera in Portuguese) that means observa­
tion of anomalous and solar cosmic rays in the magne­
tosphere . 

We have two telescopes for ORCAS, one (named 
PRE) is for electron, proton and alphas with a small 
geometric factor; and another (named MAIN) for the 
heavy ions from He to Ne (high gain mode) and from 
C to Fe (low gain mode) . But, we report here only 
the MAIN telescope due to small space of paper. The 
whole electronics for the flight model were gathered 
to RIKEN from Brazil and US this time. The three 
parts of telescope, analog circuit, and digital circuit 
were connected and tested. The cross sectional view 
of the MAIN telescope is shown in Fig. 1. 

ORCAS/ MAIN 

T1Tn;cw. 

[~, r <, 

I 
Df(O.2m-m 48X48mTn) 

I 
D7(O.2mm 48X48Tnm) 

D2-D6 (tTnTn 28X28 Tnm.) 

Fig. 1. Cross sectional view of the MAIN telescope. 

We performed the final calibration test with Q and 
40 Ar beams. Using Al plates having various thick­
nesses in front of the telescope, we took data of ADC 
output in list mode for the beam with various ener­
gies. The beam energy was 45 MeV/nucleon and 95 
MeV /nucleon for Q and Ar, respectively. 

We show in Fig. 2 an example of pulse height distri­
butions in each detector. The beam comes into D 1 and 
stopped at D5. The detector thicknesses are shown in 
Fig. 1. We can see an increase of the pulse height after 
Dl due to decreasing particle energy. 

Shown in Fig. 3 is the L).E-E scatter plots for Ar 
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Fig. 2. Pulse height distributions in each detector. 
Ar-beam enter into Dl and stopped at D5. No Al plate 
in this case. 
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Fig. 3 . .6.E-E scatter plots for Ar-beam. Various Al thick­
ness data are included . .6.E (ordinate) means the energy 
deposition in a detector just before the stopped detec­
tor, and total E (abscissa) is sum of .6.E plus energy 
deposition in the stopped detector. 

beam. We can see tracks of the secondary elements 
produced by the nuclear fragmentation in the Al plate. 
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Performance Study of Radiation Detectors for Spacecraft 

T. Goka, H. Matsumoto, T. Omoto, T. Kohno, Y. Muraki, K. Masuda, Y. Matsubara, I. Imaida, 
T. Sako, H. Tsuchiya, K. Taguchi, 1. Tanaka, M. Fujii, and M. Nakazawa 

The contribution of neutrons to the radiation expo­
sure of astronauts has largely remained as an ignored 
problem. The problem of detecting neutron in space 
is difficult due to the intense charged particles (pro­
ton, etc.). In order to detect the solar neutron in the 
mixed field of neutrons and charged particles, we have 
developed a scintillation fiber detector. A proto-type 
of a scintillation fiber detector was tested with accel­
erator in 1996-1997. Signals from scintillation fibers 
are read by a system of multi-anode photomultipliers 
and CMOS LSI l ) which consumes electric power very 
little. 

Experiment. The purpose of this experiment was to 
confirm response of the scintillation fiber detector by 
proton. The energy of an incident neutron was able 
to determine by measuring the path lengths of the 
track of a recoiled proton and from the known incident 
direction. The test detector prepared for the experi­
ment was a cubic arrangement of scintillation fibers 
with a volume of 1000 cm3 . Each unit of scintillation 
fibers (16 x 16) have a width of 3 mm and a height 
of 3 mm as shown in Fig. 1. Two multi-anode photo­
multipliers (MAPMT, Hamamatu 4140-20) were used 
to read fiber's signal. Each MAPMT has 256 chan­
nels. Signals from outermost fibers facing toward the 
beam are used to veto charged particles in case neu­
trons are measured. E3 facility of Ring Cyclotron at 
RIKEN was used for the experiment in December 1996 
and July 1997. The ion species of the beam were Ht 
(Ht -+ H+ + H+). The energy of the beam was 135 
MeV In in 1996 and 110 MeV In in 1997. One set of 
measurement was to measure the track lengths of pro­
tons in different energies. We changed the beam en­
ergy by using 20 to 70 mm thickness Aluminum (AI) 
degrader. A 135 MeV (110 MeV) proton dissipates all 
of its energy in the 70 mm (60 mm) thickness degrader, 
and the irradiation particles to reach detector are neu-

Fig. 1. Structure of scintillation fiber detector. 

tron only. We had confirmed neutron track on above 
configuration. Another test was to detect images of 
neutrons and determine their energies 

Test Results. There are two orthogonal planes on 
which tracks of particles are projected. In each mea­
surement, an ADC value at each fiber is recorded. In 
order to determine the particle, the tracks of isolated 
pixels without any adjacent signals are removed. An 
example of neutron event after subtraction of such iso­
lated pixels is shown in Fig. 2. The energy of incident 
proton was determined using their track lengths. The 
energies thus determined were compared with these ex­
pected as a function of the thickness of AI. In Fig. 3 
preliminary results are plotted together with expected 
values. Based on the results of the test experiment at 
RIKEN in 1996 and 1997, improvement of the detec­
tor, data taking system, and analyses methods are in 
progress. 
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Fig. 2. An example of neutron event after subtraction of 
isolated pixels. 
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range distribution. 
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Fabrication of the Muon Magnet for the RHIC SPIN Project 

T. Ichihara, H. En'yo, Y. Goto, N. Hayashi, K. Imai, A. Masaike, N. Saito, 
T.-A. Shibata, Y. Watanabe, and M. Ishihara 

Muon magnet is one of the detector magnets to be 
installed in the PHENIX detector in order to analyze 
the momenta of muon and muon-pair with high resolu­
tion. RIKEN is taking a role of fabricating the Muon 
Magnet South (MMS). It is about 8 m tall and weighs 
approximately 200 metric tons. 

The contract between RIKEN and Mitsubishi Elec­
tric Cooperation (Meleo) was initiated in March 1996 
for the MMS fabrication. In the previous report, we 
introduced the basic design concept of the MMS.l) 

Preliminary design review (PDR) for the MMS was 
performed in May 1997 at the Lowrence Livermore Na­
tional Laboratory (LLNL). Basic design concept was 
approved at the PDR. The detailed design work for the 
fabrication started after the PDR. Final design review 
(FDR) was carried out in July 1997 at the Brookhaven 
National Laboratory (BNL). At the FDR, a small mod­
ification was required to keep enough rooms for track­
ing detectors. This requirement was resolved by chang­
ing the configuration of the coil bus flags. 

The construction of the MMS was completed in 
February 1997 at Meleo Kobe Works.2) The inspection 
of the magnet was done on 26th and 27th in February 
1997 with the attendances of RIKEN, Kyoto Univ., 
and LLNL. Figure 1 shows the photograph of the MMS 
during the inspection. Following items were inspected 
or tested at the Kobe Works. 

For Coils 
CD Pressure and leak tests 
@ Resistance check 
® Measurement of the insulation resistance 
@ Inductance test 
® Impulse test 
® Dimensional check and assembly check 
(j) Measurement of the pressure drop 
® Dielectric test 
® Dimension check 
@ Magnetic field measurement 

For Steels 
CD Lower plate level and back plate vertica 
® Back plate flatness 
® Back plate center height 
@ Piston head center height 
® Difference between piston head and back plate cen­

ter 
® Difference between piston root and back plate cen-

ter 
(j) Relative position of teacup to back plate 
® Relative position of lampshade panels to piston 
® Relative position of lampshade panels to back plate 
@ Appearance 
(]) Inspection of pars 
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Fig. 1. Photograph of the MMS during the inspection at 
Meleo Kobe Works. (Photo taken on 26th Feb., 1997) . 

No problem was found at the inspection. After the 
inspection, the whole magnet components were packed 
and transported to the BNL by ship. All the MMS 
components arrived at the BNL in April 1997 without 
damage. The assembly of the MMS has been started at 
the PHENIX experimental hall at the BNL in Novem­
ber 1997. Figure 2 shows the MMS during the assem­
bly at the BNL. After the completion of the assembly, 
the mapping of the magnetic field is scheduled. 

Fig. 2. Photograph of the MMS during the assembly at 
the PHENIX experimental hall at the BNL (Photo 
taken on 25th Dec., 1997). 
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Plan of Computing Facility for RHIC Spin Project 

Y. Watanabe, T. Ichihara, N. Saito, A. Taketani, and M. Ishihara 

The RHIC1) (Relativistic Heavy Ion Collider) spin 
project2,3) is going now well into the latter half of its 
construction phase. One of the biggest remaining is­
sues is the method and facility to cook data from the 
experimental setup. 

PHENIX4 ) (a major detector of RHIC) is the most 
important detector to investigate the RHIC Spin 
physics, and is designed to produce 20 MBytes/s of 
data. The data will accumulate more than 200 TBytes 
in a year. It is not trivial issue to store and analyze 
such a big volume of data. On the other hand, the 
RHIC has other three experimental detectors (STAR,5) 
PHOBOS,6) BRAHMS7)); they have the same prob­
lem. The total amount of whole RHIC's data will reach 
more than 1,500 TBytes in a year. Therefore, a RHIC 
collaboration intends to assemble a big computing fa­
cility named RCF (RHIC Computing Facility)8) to be 
placed at BNL (Brookhaven National Laboratory).9) 

Some important numbers which describe a planed 
capability of the RCF are following: 

Total CPU Power f'J 20,000 SPECint95 
Fixed disk 40 TBytes 

Tape robots capacity 250 TBytes 
Speed of data archive 200 MBytes/s 

Total capacity of tapes 1,700 TBytes / year 

These numbers indicate that the RCF will consist of 
more than 1,000 of recent fastest workstations, more 
than 1,000 of recent largest fixed disks, and a biggest 
tape storage system in the world. RCF will consume 
more than 30,000 tapes in a year. Such incredibly big 
numbers show that the RCF is one of the biggest com­
puting facility in the world. However, the capability is 
expected not enough yet. For example, the tape robots 
can handle only 1/7 of the tapes produced in a year. 

The RHIC Spin Project promoted by RIKEN, 
wishes earnestly to operate a computing facility 
(PHENIX-CC-J10)) which has similar capability of the 

RCF, in order to make the physics outputs definite. 
The actual scale of the facility is currently under con­
sideration. On the other hand, the capability will cover 
not only analyses of the data from detectors, but also 
simulations of physics modeling, detector responses, 
etc. 

A key issue to operate such a big facility efficiently 
is to develop technologies which make many CPUs (f'J 
100) work coherently. Making the prototype for this 
purpose is an R&D work of the next Japanese fiscal 
year (JFY1998). 

Another key issue that we should pay special at­
tention is a method of data transfer between U.S and 
Japan. It is not trivial to transfer data more than 100 
TBytes in a year. The network connection over the 
Pacific Ocean may be too expensive. Transporting of 
tapes by airplane is another possibility. However, it 
is not easy to put data which are distributed in the 
robots of the RCF into a set of sequential tapes. We 
need a special data duplicating facility to be attached 
to the RCF. We will start an R&D for such a facility, 
too in the early JFY1998. 

We acknowledge Prof. Hideki Hamagaki, Prof. 
Jyunsei Chiba, and Prof. Ryugo Hayano for their close 
discussions with us. 
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Factory Plan for PHENIX Muon Identifier 

A. Taketani, K. Kurita, M. Ishihara, T. Ichihara, Y. Watanabe, N. Saito, 
N. Hayashi, H. En'yo, Y. Nakada, H. Sato, K. Imai, H. Torii, 

T.-A. Shibata, T. Sakuma, E. Taniguchi, and Y. Mao 

A progress of the two PHENIX muon identification 
detector (MUID) in the fabrication factories is sum­
marized in this paper. 

The muon identification is quite important for RHIC 
spin project. For example, W boson may have a flavor­
tagged spin information. l ) The W boson can be identi­
fied easily with a high Pt muon. We will cover the for­
ward and backward regions of PHENIX detector with 
so called MUID panels. The covered azimuthal angle 
is from 10 to 35 degree. 

There are two differently size MUID panels to 
cover the MUID fiducial volumes. We need 20 
small panels [2.9 m(H) x 4.4 m(V)] and 40 large pan­
els [5.4 m(H) x 5.6 m(V)]. The small panels are as­
sembled in KEK, and the large panels are assembled 
in Brookhaven National Laboratory. We will start the 
panel production in Dec. '97. 

The two Iarocci tubes2) are staggered by half a cell 
interval to maximize the detection efficiency. These 
tubes are taped to the both sides of the Al mid-plane. 
The tubes are oriented horizontally in the front lay­
ers and vertically in the back layers. The Al frame 
supports the mid-plane. The tubes are protected from 
outside by Al cover plates. One end of the tube is 
connected to the readout electronics. 

The tubes are produced at an Italian manufacture 
and shipped to our factories in Japan and USA. The 
received tubes are checked one by one, and only the 
ones which meet our criteria are installed on the panels. 

At first the tubes are checked for their physical size. 
The resistance and capacitance between anode wire 
and ground wall are measured. Then, the gas flow 
system is connected to the tubes, and gas leakage is 
measured with manometer. The 5 kV high voltage 
(HV) is applied to the wire after replacing the gas vol­
ume with the working gas. After applying the HV 
for 5 days, the preamplifiers are connected to the wire 
and tested with cosmic rays. The pulse height and 
single count rate are measured. We designed the qual­
ity assurance (QA) setup to emulate the real MUID 
operation in experiment. 

The frame of panel and mid-plane are assembled on 
a flipper table. A double-sided tape sticks first two 
tubes together with 5 mm staggering. Then the pair 
of tubes is stuck to the mid-plane. This procedure is 
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continued until the assembly side of the mid-plane is 
filled with tubes. Next, the Gas tubing, HV supply and 
readout electronics are connected. The copper sheet 
for shielding is placed on the top of the tubes covering 
the whole area. The Al cover-plates are anchored to 
the frame for screening. Once the front side of the 
panel is completed, the single count rate from cosmic 
ray is measured to check the integrity of the assembled 
layer. 

The panel on the flipper table is set vertically with 
the tabletop that serves as a strong back of the panel. 
It is done so only when we can handle the panel by 
itself not worrying about the sagging of the mid-plane. 
The panel is detached from the table at this point and 
flipped sidewise. Now the completed side faces to the 
table. The panel is anchored to the table again and 
lay down flat. The backside of the panel is completed 
in the same manner described above. 

The small panel can be transferred horizontally with 
another simple support structure to the storage place 
in the same factory. They are packed in well-sealed 
plastic bags, which protect the panels from humid air , 
and shipped by sea. 

All of the small panels are shipped to the BNL 
MUID factory and they are tested with cosmic ray be­
fore the installation in the experimental hall. 

All the small and large panels are transported from 
the BNL MUID factory with a removable strong back 
flat on a trailer to the experimental hall. Once a panel 
and the strong back arrive in the experimental hall, 
they are lifted by the main crane and set vertically. 
The strong back is set on a stand inside the hall. Then 
the crane is hooked to the panel again, and the panel is 
detached from the strong back. The panel is positioned 
by the crane and slid into a steel plate's gap from the 
side. 10 steel plates [13 m(H) x 10 (m) (V)] are already 
installed in the experimental hall 5 in the south and 5 
in the north which consists 10 gaps in total. We plan to 
fill those gaps with 60 panels by the end of September 
1998. 
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Design of Proton Polarimeter for AGS-E925 

H. En'yo, Y. Goto, N. Hayashi, T. Ichihara, Y. Nakada, N. Saito, 
H. Sakai, H. Sato, H. Okamura, and T. Wakasa 

The acceleration of the polarized proton beam up to 
250 Ge V / c is one of the important parts of the RIKEN 
RBIC/Spin project. I) For the operation of the acceler­
ator and to extract the physics results an appropriate 
polarimeter is required. The currently designed po­
larimeter utilizes asymmetries for inclusive pion pro­
duction in forward region in pp or p-N collision. 

The experiment AGS (Alternating Gradient Syn­
chrotron) E9252

) plans to measure those asymmetries 
of the charged pion production in ptp or pt-Carbon 
reaction at 23 GeV /e which is AGS-to-RHIC injection 
momentum, where p t refers to transversely polarized 
proton. Its precise data will be a base for the future 
polarimeter. The experiment consists of the pion de­
tection part and pp elastic collision part. This report 
will concentrate on the second part where we have con­
tributed. The elastic arm provides an accurate mea­
surement of the extracted beam polarization for the 
inclusive pion and a cross-check of the AGS internal 
polarimeter. I t measures the left-right cross-section 
asymmetry of elastic reaction p t P ~ pp at momentum 
transfer squared -t = 0.1 - 0.2 (GeV /c)2. Since the 
analyzing power in this region is known within 10% of 
error, the polarization of the beam can be obtained. 

Figure 1 shows a double-arm telescope of the elas­
tic arm set up. Each arm has four backward counters 
named as Bl, B2, B3 and B4 from the target and 
corresponding forward counters F. (B 1 denotes B L 1 
and/or BRl, and B2, B3 and B4 denote similarly. 
F represents FLU EB F LD and/or F RU EB F RD). The 
emission angle of recoil protons is around 78±2 degree. 
Their velocity is in the range of {3 ~ 0.32 rv 0.45 and 
the momentum varies 150 rv 300 MeV / c with its scat­
tering angle. Time-of-flight (TOF) between B1 and 
B2, about 1 m in distance, is useful to separate recoil 
protons from (3 ~ 1 particles. The wedge shaped alu­
minum plate compensates the angle dependence of the 
energy, so that the recoil proton is stopped in the thick 
counter B3; whereas the larger momentum particles, 
mostly pions, hit the veto counter B4. F counters de-

D08 
Magnet 

FLD 

Fig. 1. A schematic drawing of the E925 elastic arm setup. 
F counters are about 11 m from the target. DOB is a 
spectrometer magnet for the pion arm. 

tect the forward proton. Beam halo veto counter (HV) 
and beam defined counter (BC) were also shown in the 
figure. 

The system had been installed and checked with the 
unpolarized proton beam during spring 1997. CH2 

target was used for the elastic arm. Since our test was 
parasitic run, the beam condition was not optimized. 
The beam intensity was three orders of magnitude 
lower than requested. Even with this condition, we 
observed about 130 elastic events with the backward­
forward coincidence. It was only about 15% of the es­
timated numbers, however the simulation studies were 
performed and it was shown that this discrepancy was 
explainable by the large beam divergence. The beam 
divergence should be less than 1 mrad to maintain rea­
sonable acceptance. Without wedge set-up, B3 ADC 
and TO F have very strong correlation and it was re­
produced by the simulation (Fig. 2). This is a strong 
sign to show the validity of our system. Figure 3 shows 
the case with the wedge setup, which was also repro­
duced well by the simulation. 

Overall, the performance of the system was satisfac­
tory in the limited beam condition, and the system is 
ready for the polarized proton run. 
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Fig. 2. B3ADC-B2T DC scatter plots without the wedge 
(Bl ® B2 ® B3 trigger). Left one is experimental data 
and right is a simulation result. The region indicated 
by a box on the left figure includes many background 
particles, which was not simulated. 
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Fig. 3. B3ADC vs B2T DC scatter plot of data (left) and 
the simulation (right). 
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RBS Study of Na Implanted Polystyrene 

A. Nakao, Y. Suzuki, M. Iwaki, and E. Vagi 

Polystyrene (PS) is one of the candidate materials 
for medical use, like cell culture materials. Cell adhe­
sion control to polystyrene surface by ion implantation 
was observed. 1) One of the most important factors for 
cell adhesion is considered to be wettability. 

We have investigated the improvement in the wetta­
bility by ion implantation with various ion species, He, 
N, 0, Ne, Na, Ar, Kr, etc, and observed that the Na­
implantation was most effective. The contact angle of 
water for the surface of Na-implanted PS decreases to 
zero with increasing Na fiuence, at low implantation 
energy.2) In contrast , the PS surface implanted with 
Ne, at the same implantation energy as in the case of 
N a, showed the contact angle of water higher than 70 
degree, independently of implantation dose and irradi­
ation energy. 

For reduction of the contact angle of water by ion 
implantation, both irradiation defects by the implan­
tation and implanted species themselves would con­
tribute more or less. However, the result on the Ne 
implantation suggests that the former contribution is 
not large, because the implantation with Ne ions, hav­
ing approximately the same mass as Na ions, should 
produce approximately the same irradiation damage. 
In addition, it was observed by the X-ray photoelec­
tron spectroscopy (XPS) that the decrease of the con­
tact angle of water in the Na-implanted PS is caused 
by the presence of the implanted Na atoms near or on 
the surface of PS.3) To understand the process for Na 
atoms to appear near or on the PS surface, as the first 
step, Na-implanted layers of PS have been investigated 
by Rutherford backscattering spectroscopy (RBS). 

N a ions were implanted into PS at an energy of 50 
ke V with various fiuences between 1 x 1016 to 1 X 1017 

ions/cm2 at room temperature. RBS spectra were 
measured at room temperature using a 1.5 MeV He+ 
beam at a scattering angle of 168 degree. Figure 1 
shows RBS spectra for fiuences of 1 x 1016 , 3 X 1016 , 

5 X 1016 , and 1 x 1017 ions/ cm2. Carbon, oxygen, and 
sodium were observed in the PS surface layers. Cal­
ibration of energy was performed by measuring stan­
dard samples, gold and copper coated PS. The surface 
edges of C, 0 and Na are indicated by arrows in Fig. 1. 
For the fiuence of 1 x 1016 ions/cm2, the depth profile 
of Na atoms in the PS shows a Gausian-type distribu­
tion. With increasing fiuence, the N a atoms become 
concentrated in the surface layer and the distribution 
starts deviating form the Gaussian distribution. Spec-
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Fig. 1. RBS spectra of the PS samples implanted with 
various fluences of Na ions between 1 x 1016 to 1 X 1017 

ions/cm2 at the implantation energy of 50 keY at room 
temperature. 

tra for oxygen are found to have two peaks. The peak 
in the deep layer is considered to have originated from 
the 0 atoms implanted accidentally during the Na im­
plantation. 

From these results, the process to give rise to a 
change in the depth distribution of N a and 0 atoms 
might be considered as follows: As the fluence in­
creases, the concentration becomes so high that the N a 
atoms move out toward the surface to interact with 
oxygen in the residual gas and/or atmospheric oxy­
gen. As a result, the Na atoms are accumulated in the 
surface region together with 0 atoms. Similar behav­
ior was observed for the Li and K atoms implanted in 
glassy carbon, i.e. , Li and K atoms were found to be­
come concentrated near the surface of glassy carbon.4) 
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Chemical State Analysis of Third Period Elements in 
Atmospheric Air by High-Resolution PIXE 

K. Maeda, K. Hasegawa,*1 A. Tonomura, M. Maeda,*2 and H. Hamanaka*1 

Fine structures of X-ray emission spectra reflect 
the chemical environments of atoms in target mate­
rials. Particle induced X-ray emission (PIXE) mea­
surements in non-vacuum, especially in air, is quite 
suitable for biological, environmental and archaeologi­
cal substances. We have developed a compact crystal 
spectrometer system for non-vacuum high-resolution 
PIXE analysis. 1) The system has been designed to de­
tect the low-energy X-rays of less than 3 keY effec­
tively. This is because the third period elements (such 
as Na, Mg, AI, ... ) with K X-ray energies of 1-3 keY 
play important roles in biological, environmental and 
archaeological substances. In the present report we 
demonstrate the ability of the system for in situ chem­
ical state analysis of the third period elements, mea­
suring K X-ray spectra of AI, Si, P and S in various 
compounds.2) 

We adopted a multichannel-type crystal spectrom­
eter combined with a position-sensitive proportional 
counter. A target sample was placed in the air and 
bombarded with a 2.1 MeV proton beam of 3 mm­
diameter. Measured samples were an Al metal, a sin­
tered alumina, a silicon crystal (c-Si), a fused quartz 
(Si02), powders of chemicals of SiC, Si3N4, SiO, BP, 
CaHP04 ·2H20, Na2S04 and Na2S03, soils of Flam­
ing Mountains in China, powders of diatom frustules, a 
jewel of opal, and a fragment of a fossil wood. The sam­
ple was set on an aluminum target holder and the pro­
ton beam current was monitored from the Al holder. 
For insulator samples, a small bridge made from a car­
bon sheet was put between the Al holder and the target 
surface near « 5 mm) the beam spot. 

Examples of measured spectra are shown in Figs. 1 
and 2. There is some uncertainty in the channel num­
ber of each spectrum depending on the target position­
ing. The maximum value was estimated to amount to 
±2 channels corresponding to ±0.04° in e. Chemical 
shifts of the main peak (denoted by K (31) of K {3 spec­
tra are beyond this uncertainty. 

The low-energy satellite K {3' is caused by molecular 
orbital splittings due to formation of chemical bonds. 
The energy difference between the K {3' and K {31 indi­
cates the partner atom of the X-ray emitter. The Si 
K {3rSi K {3' energy differences are about 14, 11 and 
9 eV for the Si-O compounds, Si3N4 and SiC, respec­
tively. In the spectrum of SiO the K {31 line consists of 
two peaks. The higher-energy peak is attributed to SiD 
atoms and the lower-energy one is attributed to Si4+ 
atoms. 

In analogy to the Si K {3 spectra of the Si-O com­
pounds, the K {3' satellite is again observed in the 
S K {3 spectra of Na2S04 and Na2S03 at the energy 
region 14 e V lower than the K {31 line. The high-energy 

*1 College of Engineering, Hosei University 
*2 Tokyo University of Fisheries 
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Fig. 2. S K(3 spectra measured with a NaCI (200) crystal. 
Q is the accumulated beam charge. 

shoulder (K (3") of the S K (31 line is useful to distin­
guish S in SO~- from S in SO~-. As an attempt of 
practical application of the system, we measured the 
S K X-ray spectra for a fossil wood of 400,000 years 
old,3) which contained 2-5% of S. As shown in Fig. 2, 
the K {3' sate!lite of indicatin:.r-t~e presence of o~ygen 
compounds lIke SO~- or S03 IS not detected III the 
S K {3 spectrum of the fossil wood. The K {3 spectrum 
rather resembles that of sulfides (S2+). The S atoms in 
the fossil wood, at least in its surface layer, seem to be 
present as sulfide but not as sulfate nor sulfite. Thus, 
the chemical environment of the minor element, S, in a 
small area (rv 10 mm2 ) was successfully determined by 
using the newly developed in-air high-resolution PIXE 
system. 
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Improvement in the Detection Limits of ERDA 
Using a Time-of-Flight Detection 

W. Hong, S. Hayakawa,* K. Maeda, S. Fukuda, K. Kimura, Y. Gohshi,* and 1. Tanihata 

An advantage of the Time-Of-Flight Elastic Recoil 
Detection Analysis (TOF-ERDA) is the ability of de­
tection of trace elements with extremely small back­
ground. If the large background peak of a heavy ma­
trix in the energy spectrum was eliminated using a 
TOF-energy plot, the detection limit of light element 
is much lower than that obtained by the conventional 
ERDA. 

A detection limit (LD ) is defined byl) 

LD = 2.71 + 4.65VY B (1) 

at the 95% confidence level, where YB is the count 
of the background. To convert this detection limit in 
the unit of counts to the amount of element, or in 
this case the areal density, an additional consideration 
is necessary. The atomic density (ND ) of the target 
element at the sample surface is calculated by 

N - N[col cosa L 
D - aob1]nQ D , 

(2) 

where N is the number of the sample molecules per 
unit volume, [col the stopping cross section factor of 
the sample, ao the differential cross section of target 
atom at the sample surface, b the energy correspond­
ing to one channel, 1] the detector efficiency, n the solid 
angle, Q the number of the probe ions, and a the inci­
dent angle of the beam measured with respect to the 
normal to the surface. 

40 Ar ions accelerated to 41.5 MeV by the RIKEN 
linac (RILAC) were used as probe ions. The beam 
size was 2 mm</>. The distance from the collimator to 
the sample was 30 cm. The incident and detector an­
gles were 55° wit h respect to the beam direction. A 
SSB (Silicon Surface Barrier) detector was employed 
to measure the energy of recoil particles and to ob­
tain a start signal. A time of flight detector was com­
posed of two MCPs (Micro Channel Plate), and a 10 
f-lg/ cm2 carbon film was used to obtain the stop sig­
nal. More details concerning the experimental setup 
are described in a previous publication. 2) A Si02 film 
of 240 nm in thickness on a silicon wafer was used to 
evaluate the detection limits of the oxygen and silicon. 

The energy spectrum of Si02 obtained by conven­
tional ERDA is shown in Fig. 1(a). An oxygen peak 
appears on a silicon peak, which is the background of 
the oxygen peak. The separated peaks of oxygen and 
silicon by TOF-ERDA are shown in Fig. 1(b). There 
is no background from the heavy element under the 
oxygen peak any more. 
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Fig. 1. Energy spectrum of a Si02 sample measured 
by (a) conventional ERDA and (b) TOF-ERDA. The 
dashed curve represents the Si peak, and the solid curve 
the 0 peak. The incident particle is Ar accelerated to 
41.5 MeV. 

The backgrounds at the surface of the oxygen and 
silicon peaks were evaluated from Fig. 1 by averag­
ing the background values of 10 channels near to the 
surface channel. In Table 1, the results of a calcula­
tion using Eqs. 1 and 2 are summarized along with the 
experimental conditions. There are differences in the 
definitions of detection limit used by various authors. 
Therefore, the detection limit of the oxygen obtained 
by the TOF-ERDA in present work is reasonable com­
pared to the reported value of 0.3 at% by D. K. Avasthi 
et al. ,3) and are valid for most applications. 

Table 1. The detection limits of the oxygen and silicon in 
a Si02 sample obtained by TOF-ERDA and ERDA. YB 

is the background count of the sample surface. LD is 
the detection limit in count calculated by Eq. (1). ND 
is the detection limit in the atoms/cm2 calculated by 
Eq. (2). The confidence level is 95%. 

Pro b e E O S a mple t)!1Q Target cr TOF·EROA C o nve n t ional EROA 
(Me V) (10 7 ) (10- 2 4 ) YB LO N O ( 1013 ) YB LO NO ( 1013 ) 

4 0 Ar 41.5 Si02 124 0 4 .05 0 .5 6 .00 6 .62 31 28 .5 31.4 
Si 5.97 1 .4 8 .21 10 .5 1.4 8 .2 1 10 .5 
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Determination of the Mass and Depth Resolutions of TOF-ERDA 

W. Hong, S. Hayakawa,* K. Maeda, S. Fukuda, K. Kimura, Y. Gohshi,* and 1. Tanihata 

The most commonly used incident ions for Elastic 
Recoil Detection Analysis (ERDA) applications are 
low-energy He. However, the heavier projectile has 
many advantages. Combinations of various projectiles 
and various incident energies should be investigated in 
order to determine the optimum measurement condi­
tions. Especially, optimization of the energy resolution 
of ERDA is a very important factor, because it is di­
rectly reflected to the mass resolution and to the depth 
resolution. 

2oNe, 40 Ar and 136Xe ions accelerated by the RILAC 
were used as probes. The incident energies were 22.6 
and 41.5 MeV for Ar, 20.0 MeV for Ne, and 138.1 
MeV for Xe; all of them, except for 22.6 MeV 40 Ar, 
were about 1 MeV jnucleon. The incident angle of the 
beam and angle of the detector were both set to be 
55 0

, and the beam size was 2 mm in diameter. 
A silicon surface barrier (SSB) detector and a time 

detector1) which is consisting of a 10 p,gjcm2 carbon 
foil and two micro channel plates (MCPs) were em­
ployed to measure the energy and the time of flight 
of a recoil particle. The details about experimental 
setup are in our previous publication.2) To determine 
the mass resolution and the depth resolution, a Si wafer 
was used as a sample. 

The mass resolution of the measurement system was 
calculated according to 

c~:) 2 = ( ~EE) 2 + (2~t) 2 + (2~1) 2 (1) 

where M and E are the mass and the energy of a recoil 
particle, respectively; t and l are the time of flight and 
the length of flight path, respectively. The last term of 
Eq. (1) is negligible , since the path difference is very 
small. 

The recoil energy E2 before reaching the telescope is 
E2 = KREO - {S} x, (2) 

where KR is the recoil kinematic factor, Eo the incident 
energy, {S} the stopping cross section factor, and x the 
depth where the recoil occurred. The stopping cross 
section factor {S} can be calculated using Ziegler's 
tables.3) If the energy width of the particle recoiled 
from depth x by a mono-energetic incident beam is 
registered as !lE (x), the depth resolution is defined as 

(dEm) rex) = ~E(x)/ ~ = ~E(x)/{S}. (3) 

The energy and time spectra of recoil particles from 
a Si wafer using the projectiles Ne, Ar and Xe are 
shown in Figs. 1 and 2, respectively. !lE (0) and !It 
of Eq. (1) for each projectile were obtained from the 
leading edge of these spectra. The small peak in each 
spectrum is due to the contaminated carbon at the 
sample surface. The incident Ne peak scattered by the 
matrix element, Si, appears in Figs. 1(a) and 2(a). 

The depth and mass resolutions at the surface of the 
sample, calculated by Eqs. (1) and (3), are summa-
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Fig. 1. Energy spectra obtained with the incident ions 
having different masses and energies. 
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Fig. 2. Time spectra obtained with the incident ions 
having different masses and energies. 

rized along with the experiment conditions in Table 1. 
Though these mass and depth resolutions were overes­
timated, because of the surface contamination of the 
carbon, they are reasonable for most applications. 

Table 1. Comparison of the near-surface mass resolutions 
t:::.M and the surface-depth resolutions r(O) between 
the incident energies and probes. {S} in ke V / (1015 

atoms/cm2
) was calculated using Ziegler's table. t:::.M 

and r(O) in 1015 atoms/cm2 were calculated using Eqs. 
(1) and (3), respectively. The sample was a Si wafer. 

Beam Energy Recoiled ~t(O) {S} ~Em(O) Surface Mass 
(MeV) atom (ns) (keV) d epth resolution 

20Ne 20.0 
40 Ar 22.6 

41.5 
136Xe 138.1 

References 

Si 
Si 
Si 
Si 

1.3 1.89 316 
1.1 2.18 470 
0.9 2.43 530 
1.0 2.86 766 

resolution ~M 

167 
216 
218 
267 

2.07 
2.32 
1.90 
2.48 
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2) W. Hong et al.: Nucl. Instrum. Methods Phys. Res. B 
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Status Report of the Nuclear Data Group 

Y. Tendow, A. Yoshida, A. Hashizume, and K. Kitao 

The Nuclear Data Croup has been carrying on three 
kinds of nuclear data activity described below since the 
previous year. 1) 
(1) Nuclear reaction cross-section data (EXFOR) 

Compilation of the charged particle nuclear reaction 
cross section coordinated by the IAEA Nuclear Data 
Section (NDS) has been continued. Following to our 
original objectives we have been collecting the reaction 
cross section data important to produce the following 
twenty typical radioisotopes for medical study: they 
are l1C, 13N, 150, 18F, 28Mg, 52Fe, 67Ca, 68Ce, 74As, 
77Br, 82Br, 77Kr, 81Rb, 82mRb, 111In, 123Xe, 127Xe, 
1231, 1241, and 1251. In order to maintain the complete­
ness of the database, we also have been collecting reac­
tion data which had not been included in the EXFOR 
master file up to the present. 

In the previous year, we transmitted an EXFOR 
compilation file named 'TRANS ROll'. That was our 
eleventh transmission to the NDS contained three en­
tries 'R0051', 'R0052', 'R0053' with a total of 86 ex­
citation curves. However, the data in the 'R0051' en­
try turned out to be already included in the EXFOR 
master and consequently it was not incorporated into 
it. The compilation of new entry 'R0054' and beyond 
as well as an alternative new entry 'R0051' is now in 
progress. 
(2) Evaluated Nuclear Structure Data File (ENSDF) 

We have been participating in the ENSDF compila­
tion network coordinated by the Brookhaven National 
Nuclear Data Center (NNDC). After the publication 
of A = 127, 129 mass chain last year,2,3) A = 120 
mass-chain evaluation draft is now under the author's 
review prior to the printing. Because several new data 
on the high-spin states for A = 129, as well as for other 
neighboring masses, are coming out after that publica­
tion, we are planning to make some partial updatings 
for this mass data before long. 

It is revealed that the current ENSDF coding format 
requires a proper upgrading in order to accommodate 
accumulating experimental data from recent advances 
in high-spin state physics using in-beam spectroscopy 
techniques. 
(3) Nuclear Science References (NSR) 

We are engaged in collecting and compiling sec­
ondary references (unpublished works such as annual 
reports, conference proceedings, etc.) appeared in 
Japan since the previous year into the Nuclear Science 

References (NSR) file format and transmitting them 
to the NNDC. 

The compilation of 1996 annual reports has been 
completed and transmitted to the NNDC. Japanese 
secondary sources that were surveyed this year are as 
follows (shown in code name in NSR file): 

RIKEN (RIKEN Accel. Prog. Rep.), 
JAERI-TV (JAERI Tandem & V.D.C. Rep.), 
JAERI-TIARA (JAERI Takasaki Ion Acc. Ad-

vanced Rad. Appl.) , 
INS (Inst. Nucl. Study, Univ. Tokyo), 
UTTAC (Univ. Tsukuba Tandem Accel. Center), 
RCNP (Res. Center Nucl. Phys., Osaka Univ.) 
OULNS (Osaka Univ. Lab. Nucl. Study), 
KUTL (Kyushu Univ. Tandem Acc. Lab.) 
CYRIC (Cyclo. Radioisot. Center, Tohoku Univ.). 
The long pending problem on the entry key-number 

of references to accommodate the publication year be­
yond 2000 has been settled finally. The previously used 
six-character key-number, e.g. 97 Ab01 has been ex­
tended to eight characters as 1997 AbOl. New data ser­
vices are to be available in January, 1998 and onward 
from the NNDC after replacement of the processing 
programs and the NSR database rewritten incorporat­
ing the new key-numbers. 

(4) Others 
The Technical NRDC (Nuclear Reaction Data Cen­

ters) Meeting was held at the IAEA NDS in Vienna 
on 26- 28 of May 1997. The meeting is to be held ev­
ery two years between the biennial plenary meeting 
named IAEA Advisory Group Meeting on the Coordi­
nation of NRDC. The Meeting mainly discussed tech­
nical aspects of construction, maintenance and dissem­
ination of the EXFOR database. Major topics were 
the on-line data services through the WWW networks 
and the proper citation and reference guidelines for 
the electronic databases which are apt to be updated 
irregularly and/or frequently. These issues are to be 
discussed and fixed at the plenary NRDC meeting next 
year. 
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Progress of RI Beam Factory Project 

Y. Yano, A. Goto, and T. Katayama 

Within the on-going RI Beam Factory project, a 
cascade of a K930-MeV ring cyclotron (IRC) and a 
K2500-MeV superconducting ring cyclotron (SRC) will 
be constructed as an energy booster for the existing 
ring cyclotron (RRC). With this new cyclotron sys­
tem the final energy will be increased up to more 
than 100 MeV/nucleon even for very heavy ions. By 
the projectile fragmentation these energetic heavy­
ion beams are converted into the RI (radio-isotope) 
beams covering the whole range of atomic masses and 
the energies of several hundred MeV/nucleon. More­
over, this factory will include a next generation ac­
celerator named the multi-use experimental storage 
rings (MUSES) consisting of an accumulator-cooler 

Existing Facility 

o SOm 
f-I --+-+----+---+------jl 

ring (ACR) , a booster synchrotron ring (BSR), and 
double storage rings (DSR). The MUSES will enable 
us to conduct various unique colliding experiments. 

Bird's eye view of tentative layout of the new factory 
project is illustrated in Fig. 1. Optimization of these 
arrangements is under way. 

During 1998 fiscal year, the three-year SRC con­
struction budget for constructing six sets of supercon­
ducting sector magnets without their yokes has been 
approved. 

The details of the R&D work to include the design 
work of each component are given in the following re­
ports. 

BSA: Booster Synchrotron Aing with a 
0.3 GeV electron linac to accelerate an 
AI (HI) or an electron beam 

DSA: Double Storage Aings for 
colliding experiments of HI, AI, 
photon, and electron beams 

lAC, SAC: A cascade of Aing Cyclotrons 
(AC's) to boost the energy of HI beams 
from the AAC 

ACA: Accumulator Cooler Aing to cool 
an AI ·(HI) beam using stochastic cooling 
and/or electron cooling method 

Fig. 1. Tentative layout of the designed RIKEN RI Beam Factory. 
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Improvement of Sextupole Magnet for RIKEN 10 GHz ECRIS 

M. Kidera, T. Kageyama, T. Nakagawa, J. Fujita, M. Kase, A. Goto, and Y. Yano 

The 10 GHz ECRIS (Electron Cyclotron Resonance 
Ion Source) at RIKEN is used as the injector of AVF 
Cyclotron Accelerator. I) Various heavy ions of such as 
C, N, 0, and Ar, are produced by the ion source, and 
are supplied for various experiments. For a long-time 
operation, a main problem at present is an instability 
in the beam intensity. 

The supply of a stable beam is very important for 
better experiments. One of the main reasons of the 
beam instability could be a weak radial magnetic field 
generated by permanent sextupole magnet. The ECR 
surface is therefore too close to the wall of the plasma 
chamber. As a result, the ECR surfaces are disturbed 
by the collision of charged particles with the inner­
surface of the chamber, implying that many ions and 
hot-electrons are reverted to the neutral particles and 
the low energy electrons, respectively. In order to im­
prove the performance of the ECRIS we are designing 
a new sextupole magnet. 

Cross-sectional view of the existing and new sex­
tupole magnets are shown in Figs. 1 (a) and (b), re­
spectively. The new sextupole magnet is made from 
the N38H permanent magnets (Shin-etsu Kagaku Co.). 
Each of the magnet of 480 mm long consists of two 
pieces, and the direction of magnetic poles is at 36° 
relative to the chamber surface. As shown in Fig. 2, 
the magnetic lines of force of the sextupole magnet 
were calculated by a code POISSON using B/H func­
tion of the permanent magnet. In Fig. 3, the maxi-

(a) (b) 

Fig. 1. Cross-sectional view of an existing sextupole mag­
net (a) and the new sextupole magnet (b). 
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Fig. 2. The magnetic line of force of the new sextupole 
magnet. This result was calculated by the code POIS­
SON. 
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Fig. 3. The curve of the strength of the total magnetic 
field. The curve amount to maximum strength at the 
chamber surface. 

mum strength of the total magnetic field at the new 
chamber surface is compared with that at the existing 
chamber well. The maximum strength of the new sex­
tupole magnet is about 1.6 times that of the old one. 
By the new sextupole magnet, the confining magnetic 
field should be improved, and we expect that the sta­
bility of the plasma improves. 
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Improvements of Low RF Power System in RIKEN 10 GHz ECRIS 

J. Fujita, T. Kageyama, and T. Nakagawa 

Some electric and mechanical troubles arose in 10 
GHz ECRIS RF system frequently. They resulted 
mainly from poor mechanism of a mechanical rotary 
attenuator and from lack of the gain stability against 
temperature in a GaAs FET amplifier. These compo­
nents, which had been used before the klystron ampli­
fier, were replaced by new ones in April 1997. Block 

(a) 

(b) 

Gunn 

diode 

Oscillator 

Dielectric 

Resonator 

Oscillator 

Variable 

Rotary 

Atten. 

Mechanical 

rotary 

Attenuator 

8 
PIN 

Diode 

Atten. 

Current 

Control 

diagrams of the previous and new systems are shown 
in Fig. 1. The RF inputs and outputs in the old sys­
tem were all made through WRJ-I0 type rectangular 
wave guides (shown by heavy lines in Fig. 1), but in 
the new one they were replaced by SMA type coaxial 
connectors so that arrangement and availability of the 
components are easy. 

GaAsFET 

Amplifier 

36 dB 

Amplifier 

Coax. to 

Rectang. 
Adapter 

to 
Klystron 

input 

to 

Klystron 
input 

Fig. 1. Comparison between previous and new systems. (a) a previous system. (b) a new system. 

The major changes are as follows. 
(a) A Gunn Diode Oscillator (GDO) was replaced 

by a Dielectric Resonator Oscillator (DRO). 
Oscillating frequency of the DRO has superior tem­

perature stability (20 ppm per centigrade) to that of 
the GDO. 

UP 

Push SW 
relay out 

DOWN 

A.C. 
100V @ +15V 

D.C. GND 
Source 

-15v 

(b) A mechanical rotary attenuator was replaced by 
a PIN diode attenuator. 

The PIN diode attenuator can vary the output power 
by changing an insertion loss from 3.25 dB to 30 dB. In 
addition to this PIN type, there is another attenuator 
which is a variable rotary attenuator and can protect 

12 bits 
UP/DOWN 
Counter 

UP inhibit 

12 bits to 
PIN Diode 

DOWN inhibit 

Fig. 2. A control circuit of a PIN diode attenuator. 
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input of the amplifier from being exposed to an exces­
sive power due to troubles in the DRO or in the PIN 
diode attenuator. 

(c) A GaAs FET amplifier was replaced by a solid 
state 36 dB amplifier. 

A new amplifier is half in size, works with a single 
+ 15 volt-de power supply, and keeps a stable opera­
tion up to 5 watts under a considerable temperature 
variation. 

A directional coupler with coupling value of 20 dB 
and insertion loss less than 0.55 dB was newly placed 
after the amplifier in order to observe input power of 
the klystron. In the final stage, an adapter changing 
from the SMA coaxial connector to WRJ-I0 rectangu­
lar wave guide was used to fit the input of the klystron. 
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The PIN diode attenuator is controlled by varying 
the conducting current from 0 to 20 rnA which is fed, 
through a serial resistor, by a 12 bit DA converter. A 
block diagram of the current control circuit is shown 
in Fig. 2. The input of the DA converter is connected 
to the outputs of three 4-bit binary UP/DOWN coun­
ters. The three counters are put in sereis and count 
pulses with repetition rate of 20 Hz through AND gates 
opened by UP/DOWN switches on a control desk. 
Lower and upper limits of the attenuator are deter­
mined, not by analog levels of a voltage signal but by 
comparisons of the digital parallel 11 or 12 bit outputs 
of the counters. 

So far the new system has not encountered a fatal 
trouble and is working well. 
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Electron Beams Indeed Lower the Ion-Trapping Potential Barrier 
via Sheaths to Enhance the HCI Component in an ECRIS: 

Analytical Proof 

M. Niimura, A. Goto, and Y. Yano 

Based on theories of the collisionless sheath and 
mobility-limited diffusion, it was possible to prove an­
alytically that the electron (e-) beams, prepared in­
ternally or externally and injected into an ECR ion 
source (ECRI8) plasma, can indeed lower the height 
of the ion-trapping potential barrier (¢i) locally, thus 
prompting the highly charged ions (HCI) to cross over 
the ¢i and contribute the extracted ion-beam current 
[See, inset of Fig. 1] The analytical results agree well 
with experimental1) results. Present paper has con­
firmed that it is the current, not the density2) nor the 
energy, of e-beam that can enhance the HCI compo­
nent. No direct interaction is needed3) between the 
hot-to-warm electrons inside the ECRI8 nucleus and 
the injected e-beam itself, as shown in the upper figure 
in Fig. 1. No conductive disk is needed: high work­
function material4) as well as an insulator can fulfill 
the mission since the electric bias is created by the ef­
fect of sheath as shown in the lower figure of Fig. 1. 
These findings are vital for improvement of the ECRIS 
performance. 
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Fig. 1. Schematic diagram showing the internally 
closed-loop of e-beams (floating-disk and wall-coating 
schemes) whose jeb can lower the height of <Pi. 

Consider that an end of the ECRIS plasma is ter­
minated by an isolated plate, such as a disk and a 
piece of wall, orthogonally to the mirror magnetic 
field (MMF) Bz. Then, it is not difficult to explain 
that the ions will be uniformly distributed within the 
electron Debye length (AeD), while the electrons are 
less distributed for the position closer to the plate 
(z = 0). This means that a charge-separation electric 
field Es/ / is created in the negative-z direction (point­
ing the plate) within the domain 0 ~ z ~ Zs :::;::: AeD 
called sheath. Since - J Es/ /dz = V (z), an increas­
ing axial electrostatic potential is generated over the 
sheath. Assume such a wall (or ion) sheath filled 

with the uniform ion density nj = ns, and a po­
tential difference ¢:::;::: Vs - V (~O) with which elec­
trons are confined as ne = ns exp( -e¢/kTe); where 
ns (:::;:::0. 61no) and Vs are the particle density and 
potential at the sheath edge (z = zs). Then, the 
space charge density is p :::;::: e(ni - ne) ~ co¢/ AB, defin­
ing AB :::;::: (cokTe/nse2)1/2 :::;::: 1.28AeD with usual AeD :::;::: 
(cokTe/noe2)1/2 expressed by the density at the pre­
seath (z = zps) where ne = EZini = no. Then, the 
Poisson equation 8 2V /8z2 = -p/co is in the form: 
(82/8z2 - Ai32)V = -Vs/A~, which gives V(z) = 
-(Vs - Vc) exp( -z/ AB) + Vs under the boundary con­
ditions V = Vf and Vs at z = 0 and 00, respectively. 
The self-consistent potential distribution is: 

V(z) = [l-exp(~~)]vs (ifVf=O, ioO<z~zs) (1) 

This Vs in Eq. (1) is lowered by the presence of an e­
beam current (jeb), as will be seen later. On the other 
hand, in the next domain Zs ~ Z ~ ZECR the density 
obeys Boltzmann law. Therefore, the potential distri­
bution is: 

kTe °ECR V(z) = VECR - -10-- (zs ~ z ~ zECR) (2) 
e Oe(Z) 

This V ECR too is lowered by jeb as will be seen soon. 
It is well known that ion saturation current den­

sity (j+) and the random electron current density (j _ ), 
both directing towards the plate, are given, respec­
tively, by 

i+ "en,vB = o.61enoVkT. , 
ffii 

_ (Veth) (Veth) -e(Vs - Vr) 
J- == -eow -

4
- = -eoo -

4
- exp kTe 

(3) 

( 4) 

where (Veth):::;::: (8kTe/1l"me)1/2. Now, if a por­
tion of the above j _ is re-directed away from the 
plate, forming an e-beam with density jeb :::;::: -eneb Ve' 
Then, the net current density arriving the wall is 
j- - jeb = (1- S)j_, where 8:::;::: jeb/j- (~1). Namely, 
when jeb -# 0, the right hand side of Eq. (4) 
should be divided by (1-8) for the new j_. 
Then, the isolated-plate condition: j+ + j_ = 0 gives 
Vs - Vf = (kTe/2e)[ln(0.43mi/me) + 2In(1- 8)], or 

kTe Vs - Vf = -[10177 + 1n(1 - 8)) (for argon) 
e 

(5) 

The term, In(l - S), is negative, thereby decreas­
ing the value of Vs - Vf down to null if S = 1-
(me/0.43 mi)1/2 = 0.995 for the case of argon. [See, 
Fig. 2]. When S « 1, we have In(l - S) ~ -S, and 
therefore Vs-Vf decreases linearly with S. Substitution 
of Vs in Eq. (5) into Eq. (1) yields: 

V(z) = k:
e [l-exp(~~)] ·10[177(1 -8)) (ifVr=O) (6) 

This equation tells that indeed the potential is lowered 
as S or jeb increases in the domain 0 < Z ~ Zs. 
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Fig. 2. Logarithmic and linear decays of the elec­
tron-trapping electrostatic potentials as a function of S. 

Because the externally-fed rf-power is continu­
ally producing charged particles at the ECR-zone, 
there exists a positive density gradient (Vn) to­
wards the center. Consider that jeb with den­
sity neb is injected into such a mobility limited do­
main. Since e-beams are spatially uniform, Vneb = O. 
Then, we have fe = -De Vne - p,eneE(l - S), where 
S == feb/lfel = jeb/UeD I. However, jeD == -eDa Vne 
(from Fick's law), which ought to be j_ from the conti­
nuity of current at Zs' Hence, S == jebfj- as before. On 
the other hand fi = - DiVni + P,iniE . Since P,e » P,i, 
De > > Di, and ne ~ ni in Zs :S z :S ZECR, the condition 
f e = fi at z = Zs determines the magnitude of ambipo­
lar electric field (Eamb). Integration of the Eamb from 
z = Zs to ZECR yields: 

kTe nECR VECR - Vs = (1 - S) -In-- (7) 
e ns 

Figure 2 shows Eq. (7) for the case of nEcR/ns = 176 
for matching with Eq. (5) at S = O. Substituting VECR 
of Eq. (7) into Eq. (2), we obtain 

kTe ne(z) V(z) = (1 - S)-In-- + Vs(zs) (8) 
e ns 

Since the ambipolar diffusion equation an/at = 
D A V 2 n has a trigonometric solution, Eq. (8) becomes, 
if nEcR/ne = 2: 

V(z') = (1 - s/:e In [2 cos ~ (:: - 1)] + Vs(z~ = 5) (9) 

where z' == z/ AB. V(z) is plotted in Fig. 1 with param­
eter S. 

Change in the sheath potential with and without jeb 
corresponds to a lowering of the ion-trapping poten­
tial barrier ¢i by D.¢. Namely, D.¢i = (Vs - Vr)s=o­
(Vs - Vf)s=lO. Using Eq. (5), we have 

kTe kTe 
l:l.<Pi = --e- In (1 - S) ~ S-e-(S ~ 0) (10) 

Similarly, Eq. (7) gives 

kTe nECR ( ) 
l:l.<Pi = S-In-- == s· (VECR - Vs)s=o 11 

e ns 
Now the ECRIS extracted ion beam current 

(lib) is given by lib == ZieSendfend = ZievBnz(O)· 
exp[-Zie¢i/kTd, where VB = (kTe/mi)I/2. As the ¢i 
is lowered to ¢i - D.¢i, the magnitude of lib enhances 
by the factor 7] == Iib(S)/Iib(O) = exp[ZieD.¢i/kTd­
From Eqs. (10) or (11) we obtain: 

T) == iib (S) = exp [ZiS Te In nECR ] (s = jJ~eb) (12) 
lib(O) Ti ns 
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Since D.¢i I'V S I'V jeb I'V V~(:s when jeb is the space­
charge limited electron-beam current. Eq. (12) gives 

lib(S) = lib(O)exp[Const ·jeb) = Iib(O)exp[Const . V~(:s) (13) 
Figure 3 shows a good agreement of experimental data 
by the expressions of the type of Eq. (13): for both 
lib and iib. The space-charge limited ion-beam current 
density, which represents the discharge current of e-gun 
circuit, is theoretically jib = 7.08 and 1.12 mA/cm2 

for H+ and Ar+ ions, respectively, for the e-gun with 
d = 2 mm and s = 0.57 cm2 at V bias = 300V. This 
corresponds, the space-charge limited electron-beam 
current, jeb = (mi/me)I/2jib = 303 mA/cm2. Indeed, 

iib(mA) = 7.84 x 10-4 V~(:s in Fig. 3 can describe the 
experimental e-gun received ion-beam data quite well. 
As for the saturation current, Eq. (3) gives 

j+(A/m2) = 1.51 x 1O-16 no (Te)1/2 (for Ar+ll ) (14) 

in MKS units. In order to obtain Te, we use Eq. 
(5) under S = 1 or Vs - Vf = (Te/2e)ln(0.43mi/me) 
to be compared with another experimental1) result: 
Vf = -14 and -21V were observed at 400 and 800W 
of rf power. This experiment was done with N+ 
and V f was measured in reference to V s = 0, so 
that V f = -4.65T e theoretically. This gives T e = 3.0 
and 4.5 e V as the 1st stage T e' Substitution of 
no = 1.61 x 1011 cm-3 (neutrals at Po = 5p,Torr) and 
Te = 4.5 eV in to Eq. (14) gives 1+ = 2.9 mA, which 
is in good agreement with the experimental saturation 
current (1+ = 3.0 mA) observable in Fig. 3. 
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Fig. 3. ECRIS extracted ion-beam current (tb) and e-gun 
received ion-beam current (iib) as a function of Vbias, 
showing a good agreement of the present theory [dotted 
line] with experimental l

) results [symbols]. 

This concludes that the lib in Fig. 3 is saturated 
. prematurely, because the iib (proportional to jeb) has 
saturated; not because D.¢i I'V ¢i has reached. There 
is thus room of improvement for the e-gun. As obvi­
ous from Eq. (14) we need to raise the Te of cathode 
plasma in order to increase j+ or the magnitude of jeb' 
Alternatively, a high-pressure light-mi gas (e.g., H2) is 
useful for the 1st stage by filling it independently from 
the 2nd stage. 
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RIKEN Duoplasmatron Ion Source: The Operating Principles 
Compared with ECRIS, and the Direction for Future 

M. Niimura, T. Kageyama, K. lkegami, M. Nagase, A. Goto, and Y. Yano 

In order to identify the operating principles and 
to determine the future direction of the RIKEN duo­
plasmatron ion source (DPIS), the experimentally ob­
served data were rationally analyzed. Present report 
introduces some of the analysis performed against the 
following two subjects. [i) Linear scaling of the ex­
tracted ion-beam current (lib) with respect to the gas 
discharge current (ld). [ii) Solenoidal magnetic field 
(Bz) dependence of the lib curve which depicts a peak 
at a specific field strength. This study has found the 
following principles actually operating in our DPIS. 
They are: formation of a double layer (DL) at the 
entrance of the intermediate electrode (IE); establish­
ment of the sheath stability criterion (SSC) across the 
DL; acceleration and focusing of an electron (e-) beam 
by a potential jump of DL, free-fall ions determining 
the size of lib; and ion-beam transport governed by 
the composite brightness (Bn). As a result, we were 
successful to obtain: a correct scaling law of lib (the 
published formula was found to contain an error); a 
useful expression to predict the optimal field (Bopt ) to 
maximize Bn or lib; and an advanced model the clas­
sical DPIS should evolve for future. 

After its advent a quarter century ago, a variety of 
DPISs were extensively used, before ECRIS, as injec­
tors for RFQs, linacs, cyclotrons, and synchrotrons. 
Recently, this device found new ways of use as a high­
current e-gun,l) and as an intermittent substitute for 
ECRIS at the time for light ions.2) Further, DPIS 
seems quite hopeful as a Cs-free negative ion (e.g., 9 
rnA of H-) source,3) and even as a metal ion source.4) 

As for [i), the typical data are already presented as 
Fig. 4 of Ref. 2. As the physics behind we suspect the 
SSC. As schematically illustrated in Fig. 1(a), an IE 
in the mid of a plasma diode causes a stagnation and 
subsequent depletion of electrons due to the change in 
its flow velocity (directing left to right in Fig. 1) at 
its entrance and subsequent canal, respectively. As a 
result, the electron and ion space charge layers are cre­
ated. Such two sheaths are called double layer. [Fig. 
1 ( c )-( e )]. These space charges induce an electrostatic 
potential ¢(z) via Poisson equation [Fig. l(f)]. Elec­
trons at the sheath edge (K) of cathode plasma and 
the ions at the sheath edge (A) of anode plasma fall 
into this potential-well, ¢(z), gaining the same energy 
e¢. We therefore have:5 ) 

1 2 1 2 
2mve = 2Mvj == e¢ (1) 

Further, if ¢( z) satisfies o¢ / oz == - E = 0 at both 
K and A, the momentum-transfer equation of plasma, 
njmj[(dvddt+(vj·\7)Vj) = nj~(E+vjxB) - \7Pj, 
tells that both particles (j = e, i) will have the same 
momentum flux: 

dYe dVj 
nes (K)meve dz = njs (A)mjvj dz (\7pe = \7pj) (2) 

Equation (1) and integration of Eq. (2) by z yield the 
SSC: 

(3) 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

Fig. 1. Explanation of the DL and SSC, controlling DPIS. 

This is a constraint for the densities at K and A. 
Under the free-fall model of the ions at a pos­

itive potential edge, the extractable lib is given 
by the ion saturation current density j+ == enis VB == 
0.61enio(kTeo/M)1/2. Obviously, j+ is only a func­
tion of nio and Teo at the center of anode plasma. 
[Fig. 1(b)). Without a particle loss, nio = nis(A) and 
j+ = ji = niovi· Under the SSC condition given by 
Eq. (3), 

jj _ Zjnjs(A)vj _ ~ ( _ ) 
- = - - Zj-1 
jeb nes(K)ve M 

(4) 

This means j+ = ji = jeb(m/M)1/2, where jeb is the 
e-beam current density crossing DL. However, some 
of ions are lost into IE by ,== ni(IE)/nio = 15 f'V 

30%.6) Then new values are: n~s(A) = (1 - ,)nio, and 
j~ == n~s(A)evi = (1-,)nioevi = (1 -,)ji. Therefore, 
under a loss, j+ = j~ = (1 - ,)jeb(m/M)1/2. This 
gives, since j+ == lib/7rd2 and jeb == Id/7rD2, the ex­
pected linear scaling law of lib against ld: 

lib = ld (~) 2 ~ (1 - "y) (5) 

This formula is more logical than the published one6) 
which gives an unrealistic infinite lib at , = 0 and an 
unrealistic finite lib even at , = 1. If, = 1, lib = 0 
since j~ = O. 

As for [ii], a typical data is shown by histograms in 
Fig. 2. These lib were measured downstream of the ex­
traction electrodes with a Faraday cup (FC) by varying 
Bz. A beam current transported downstream and de­
tected by a FC of aperture S is not given by I = j+S, 
but I = BSO; where Band 0 are the brightness of ion 
source and the solid angle of detector seen from the ion 
source, respectively. Dimension of B ought to be the 
current density per unit solid angle, so that one can 
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Fig. 2. Histogram of lib and its theoretical bestfit by Eq. (12) . 

define B by a product of transverse emittances, f xf y:7) 

B(A/m2 rad2) = l/7r2 
(ExEy). 

When the beam has its divergence angle (X at x on 
the horizontal plane, the definition of Ex can write: 

ex == ~JQ(x)dx == ..2.--J JPxdx ~ _l- J JPxdx (6) 7r 7rP 7rPz 
Since this emittance decreases as the momentum 
P z ('" P) of particles increases by acceleration, Eq. (6) 
is normalize by multiplying the ,{3 == (3/(1 - (32)1/2 
which is proportional to P z(== ,(3mioc) if mio is the ion 
rest mass. Then, 

exn == 'Y/3ex = ..2.!!...-J JdPxdx = _l- J JdPxdx. (7) 7rPz 7rmioC 
The rms emittance of Exn multiplied by 7r is given by 

7rE~r::s == 7r.J(E~n) == _4- .J{x2)(P~) - (xP~) (8) 
mioc 

Using the Lagrangian mechanics, P x == Px - qAx = 

Px - (qBzy /2) and ..f(X.)I = ..f(Y)2 = R/2, Eq. (8) can 
be expressed as8) 

rms kTl (Wic R )2 7rExn (m rad) == 2R -- + --mioc2 4c 
(9) 

where R is the beam radius and Wic == qBy/mio. Equa­
tion (9) has a form of composite transverse energies of 
ions: 

kTi + O.5mio v 2 

mio c2 (R = 2V2rLl (10) 

Defining f.l, == mio/mpo, Eq. (10) can be written numer­
ically: 

R2 ( Z~R2B2(Gauss)) 
(E~r::S)2 = 2.53 x 10- 10 ~ 16.8Tj (eV) + I : 

When the beam's transverse motion is independent 
from the axial motion, the 4-D phase space volume 
is constant from Liouville theorem. Then, J J J J 
dPxdPydxdy = (1/2)(J J dP x dx)2, and the normalized 
brightness can be written by using the relationship of 
Eq. (7) as 

21 Bn == I 
2(mi~c2)2 (J J dPxdX) 2 (7rexn)2 

(11) 

Using the E~r::s to count 86.5% of the beam current 
I = 7rR2qnisuB, we have the rms composite brightness: 

Brms _ 21 O.57rqnjuB _ aBz ( 
- = - - - - 12) n - (7rErms)2 kT. (w. R)2 - b + cB2 

xn miO~2 + fc z 

Here, nis '" Bz (since D '" B;-O.5 from adiabaticity) 
was assumed. Experimental data can be fitted well 
by Eq. (12) as shown by a solid curve in Fig. 2. 
Notice that lib'" Bn and lB '" Bz in Fig. 2. Obvi­
ously, Eq. (12) gives a maximum at Bopt = (b/ C)1/2 
= 4(miokTi)1/2/qR. Namely, one can predict Bopt by 
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Fig. 3. Flux and Bz(z) of DPIS computed by Poisson code. 
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Fig. 4. ECR1S-DPIS comparison and a future DP1S with MPC. 

~ Bopt = 4.10 () (Gauss) (13) ZjR m 

For our case of He+1, Eq. (13) gives Bopt = 1.6 kG if 
Ti = 1 eV. Figure 3 indicates that the Bz strength 
peaks at the anode plasma, and is widely adjustable 
by changing materials of the magnet pole pieces. 

As Figs. 4(a) and 4(b) explain, the ECRlS plasma 
is generated, heated, and ionized by an rf source while 
assisted by an e-beam for extraction; whereas the DPIS 
plasma is generated, heated, and ionized all by an e­
beam. Such comparative study has prompted us to the 
future DPIS: an advanced DPlS, operating with the 
CW e-beam produced by a microwave plasma cathode 
(MPC) e-gun1) as shown in Fig. 4(c). This will solve 
the unique problem of DPIS: longevity of cathode. 
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Warm-Electron Heating Mechanism in the Core of ECRIS 
Nucleus, and Relevant Diagnostic System 

M. Niimura, A. Goto, and Y. Yano 

The free-electron temperature (T e) in ECRIS plas­
mas is enigmatic: a "hot electron" temperature (Teh) 
to exceed 10 ke V is routinely measured under the 
X-ray spectroscopy, but a "warm electron" temper­
ature (T ew ) is theoretically good enough to explain 
the charge state distribution (CSD) of extracted ion­
beam currents. For an instance, Fig. 1 (a) shows exper­
imentally observed CSDs with typical ECRIS (LBNL 
6.3 GRz and RIKEN 10 GRz) devices. The theoret­
ical T e agreeable with these data is T ew = 500-1000 
eV, under a low RF power (/"VIOO W) input, as envis­
aged from the theoretical CSD of Fig. 1 (b) which are 
obtained by solving a set of 18-simulta!!~Q:Us rate equa­
tions under the condition ne'Tj = 1010 sec cm-3 with 
Maxwellian Teas a parameter. 1) 
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Fig. 1. Experimental (a) and theoretical (b) CSD of 
ECRIS. 

There is an attempt to measure T ew' However, the 
diagnostics based on the endloss electrons2) was obvi­
ously unable to measure T ew of the confined electrons. 
Here, we propose a simple diagnostic method adequate 
to measure T ew of the confined electrons, and present 
a new method to estimate the magnitude and time­
history of T ew . 

The new method is based on the field annihilation 
heating (FAR). In order to understand the concept of 
FAR, consider a plasma cylinder with a hollow of ra­
dius R through which an external magnetic field Bz is 
applied. Case I: Time-varying Bz (or 8Bz/8t i- 0) 
is externally given. Then, the Maxwell equation, 
-8Bz/8t = \7 x E, and Stokes' theorem can show that 
an azimuthal current (jf}) is induced in the plasma of 
rectangular cross-section: 

. R 8Bz 
JO = E.L/T] = - 2T] at' (1) 

where 7] is the perpendicular resistivity of plasma. Be­
cause jf} of Eq. (1) is predominantly of electrons, the 
plasma electrons are Joule heated by the rate: 

2 R2 (8Bz)2 3 
j oT] = 4'" at [W/m 1 (2) 

This is the concept of Modified Betatron readily 
demonstrated in the thermo-nuclear fusion community. 

FAH is an inverse process of this betatron plasma 
heating, as seen for the Case II: Steady Bzo (or 
8Bzo /8t = 0) and jf} are externally given. Assume 
that the jf} is a diamagnetic current (in the negative 
B-direction) which will force to annihilate the Bzo of 
mirror magnetic field (MMF). Then, another Maxwell 
equation, J.Lojo = (\7 x B)o = -8Bz/8r, tells that new 
fields are generated both inside and outside of the cur­
rent sheet as much as 

1
'f~R/2 

. ..6.R l-toIo 
Bz = -I-to Jodr = ±l-toJ0 2 = ±2l' 

o 
(3) 

where .6.R is the scale length of jo or of Bz, l is the 
height of hollow cylinder, and If) = I.6.Rjf} ' This 
Bz of Eq. (3) is in the negative-z direction opposed 
to Bzo , thereby annihilating Bzo in the core plasma 
by the amount equal to IBzl. Notice that the mag­
netic field decreases inside of the core plasma and in­
creases outside of the mirror coil, but stays constant 
in-between. (Fig. 2). Therefore, a diamagnetic loop 
wound around the discharge chamber can induce the 
voltage Vf} = -S(8IBzl/at). 

The axial field, Bz(O, t), decreases from Bzo with 
time as the more IBz(O, t)1 arrives on the axis of 
the core plasma. With the Ohm's law, jf} :::::: E.l./7], 
two Maxwell equations yield the field diffusion equa­
tion: 8Bz/8t = -(TJ/J.Lo)"V x (\7 x Bz) = (7]/J.Lo)\7;Bz' 
Technique of the separation of variables gives the so-

B, 

MMF--__ _ 

Annihj latcdFlux 
in Core Plasma 

4R : Thickness of Cumnt 
ClllT)'lnguycr 

Fig. 2. Field annihilation and a diamagnetic loop. 

189 



lution for the diffusing field: 

( t) 7rr BD(t) = Bz(O, t) - Bz(O , 00) = IBz(O, 00) 1 exp - - cos -, 
TD 2L 

(4) 
where 

-4 InA 
TJ = 1.04 X 10 Z~ [Ohm-mJ . 

Te 
(5) 

Note that L in Eq. (5) is the scale length of the 
Bz(r, t) inside the core (Fig. 3). The gradient of 
Bz(r, t) should be supported by the current density 
jg ~ (7r/2L) 'IBz(O, t)I/P,o, and this jg heats the local 
plasma. The thermal energy stored in the core plasma 
is given by 

it .2 IBz (0 ,00)1
2 (2t ) == nkTew == JoTJTDdt exp --

o /1-0 TD 

IBz (0,00)1 2 

0.86 (at t = TD). (6) 
/-Lo 

Core Plasma 

Fig. 3. Field diffusion and field annihilation heating (FAH) 
mechanisms. 

The annihilating or diamagnetic field, Bd (t), is given 
from Eq. (4) by 

Bd(t) = BD(O) - BD(t) = IBz(O , 00)1· [1 - exp (- T~)]. (7) 

This Eq. (7) is directly proportional to the in­
tegrated diamagnetic signal , because Vint ~ J V gdt 
= -SIBd(t)l. We found that the experimental dia­
magnetic signal3) indeed obeys the diffusion model 
of Eq. (7), and that TD ~ 13 ms as seen in Fig. 4. 
The scale length of the core-plasma was found semi­
experimentally to be4) L ~ 0.04 m. Then, Eq. (5) gives 
'TJ = (P,o/TD)(2L/,Tr)2 = 6.27 X 10-8 [Ohm-m]. Since 
InA = 16 for typical ECRIS plasmas, the 'TJ in Eq. (5) 
gives quite reasonable values: T ew = 883 e V if Z = 1 
and 1.40 keY if Z = 2. Here, Z = (Zi) = ne/~ni' These 
Tew can be converted into WJ of Eq. (6), assuming 
ne = 1012 cm3 , from which one can estimate the dis­
sipated fields to be IBz (0 , 00) I = 132 G and 167 G if 
Z = 1 and 2, respectively. Since BEcR = fc(Hz) /2.8x 
1010 = 0.357 T if fc = 10 GHz, those dissipated fields 
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Fig. 4. Diamagnetic signal data and deduced Tew 
time-history. 

corresponds IBz(O, oo)I/BECR = 3.7% and 4.7% for 
Z = 1 and 2, respectively. 

Suppose 100% of the ECR field 0.357T was annihi­
lated, Eq. (6) gives WJ = 1.01 X 105 J/m3 if ne = 1012 

cm 3 , yielding the theoretical maximum T ew = 631 ke V. 
Of course, this T ew is significantly over-estimating, 
partly because the uniform field (Bzo) in the core is 
much smaller than BEcR in practical devices. 

Figure 5 shows a proposed experimental setup to 
measure T ew via the HeI visible spectroscopy. T ew can 
be determined from the singlet/triplet (443.7 nm/412.1 
nm) line intensity ratio, which has readily been pre­
dicted as a function of T e by the authors. 5) This setup 
is equipped with a constant solid-angle (dO) collection 
optics, useful for scanning the diagnostic spots over the 
entire radius . This becomes important at the time to 
measure the absolute spectral intensity for determina­
tion of new at different radii. 

&8le,I:5 
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Vacuum Vessel 

Seuupolc Magnets 
(Sm-Co. 4Ox.50x4S0) 
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I 
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Fig. 5. Proposed diagnostics for T ew of confined electrons. 
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Production of Multicharged Os Ion Beams from Organic 
Metal Compounds Using RIKEN 18 GHz ECRIS 

M. Kidera, T. Nakagawa, Y. Miyazawa, M. Hemmi, T. Chiba, N. Inabe, M. Kase, 
T. Kageyama, O. Kamigaito, A. Goto, and Y. Yano 

For production of the metal ion beams by ECRIS 
(Electron Cyclotron Resonance Ion Source), several 
methods have been developed and utilized. 1-3) One 
of these methods is called MIVOC (Metal Ions from 
Volatile Compounds) method.2,3) 

Very recently, various kinds of ions were successfully 
produced using the MIVOC method from the RIKEN 
18 GHz ECRIS.4) In order to produce intense beams of 
multicharged ions from these materials, we need a va­
por pressure of 10-4- 10-3 Torr. In the case of Os, the 
temperature with which the vapor pressure becomes 
higher than 10-4 Torr is 2800 °C. Thus, it is very dif­
ficult to produce Os ions from solid Os. The MIVOC 
method is a good method to produce such ions. 

The experimental setup is the same as that described 
in Ref. 4. The chamber was connected by a gas-feeding 
tube via a large conductance, regulation valve to con­
trol the flow rate of the compound vapor. A few tens 
of milligrams of the compound powder was placed at 
the bottom of the MIVOC chamber. Air and moisture 
were evacuated until the vapor pressure of the com­
pound became the dominant pressure in the MIVOC 
chamber. A gas-mixing method was not applied dur­
ing the present experimeI).t. In order to minimize con­
tamination, the plasma chamber wall was covered with 
a thin aluminum tube which is easily removable, if 
necessary. 5) 

Figure 1 shows the charge state distribution of the 
Os ions produced from OS(C5H5h. The gas pressures 
in the plasma chamber and in the extraction stage were 
4.6 x 10-7 and 3.1 x 10-7 Torr, respectively. Figure 2 
shows the beam intensity of extracted Os ions as a 
function of RF power. In order to study the microwave 

Tuned for 0529
+ 

20 
Gas Os(CSHS)2 c3-

RF power 240 W 0 4+ 

Gas pressure 03-
Plasma chamber 4.6x10·7 Torr 

3.1x10·7Torr 
Vext = 10kV 

29+ 28+ 

Analyzing Magnet Current (A) 

Fig. 1. The charge state distribution of Os ions. The ion 
source was tuned for the 29+. 

power effects, the ion source was tuned for Os29+. The 
ion current showed a maximum at the RF power of 240 
W. Then, the power was reduced step by step down to 
100 W. No other parameters were changed. Integrated 
Os (particle) currents stayed almost constant. Figure 
3 shows the charge state distribution of the extracted 
Os ions. The ion source was tuned for producing the 
maximum intensity of each charge state. 
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Fig. 2. The beam intensity of Os ions as a function of 
RF power. The ion source was tuned for producing the 
maximum intensity of 29+ ion. 

Os 

Fig. 3. The charge state distribution of extracted Os ions. 
The ion source was tuned for producing each charge 
state. 

We have successfully produced multicharged Os ions 
from OS(C5H5h using the RIKEN 18 GHz ECRIS. 
The beam intensities of the Os28+ and OS33+ ions were 
10 and 2.5 ep,A at the RF power of 250 W, respectively. 
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Recent Development of the Variable-Frequency 
RFQ Linac for RILAC 

o. Kamigaito, A. Goto, Y. Miyazawa, T. Chiba, M. Hemmi, M. Kase, S. Kohara, 
Y. Batygin, T. Nakagawa, E. Ikezawa, and Y. Yano 

As already reported,l) the new injector for the RI­
LAC, consisting of the 18-GHz ECR ion source and 
the variable-frequency RFQ, was installed in the RI­
LAC beam line in August 1996. Figure 1 shows the 
layout of the injector RFQ along with the six tanks of 
the RILAC. Acceleration tests of the RILAC and RRC 
have been carried out continually using the beams from 
the new injector since the installation. 

Fig. 1. Photograph of the RFQ along with the RILAC. 

As the first step of the acceleration tests, we have 
tested the RILAC using various kinds of beams accel­
erated by the new injector. The accelerated ions were 
N2,3+, Ar2,4,5+, Fe7,8+, Ni8+, Kr5,1l ,18+, Te18+ and 
Xe7,17 ,19+. They are indicated by the diamonds and 
open circles depending on the mode of acceleration in 
Fig. 2. 

Due to the high performance of the new ion source,2) 
the beam intensity from the RILAC has remarkably 
increased. The maximum beam intensity achieved at 
the first step was 13 pJ-LA for the N3+ beam at 2.5 
MeV /nucleon, whose beam power was 450 W. 

Another important result we have obtained is that 
the transmission efficiency of the RILAC has increased 
to 70%, as illustrated in Fig. 3, while it was 50% with 
the beam from the Cockcroft-Walton injector. In the 
tests, however, the transmission efficiency up to the 
entrance of the RILAC was about 70%. Considering 
that the efficiency through the RFQ was 88% in the 
preliminary test,3) this result was not good enough. 
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Fig. 2. Performance of the RFQ linac. The abscissa 
and the ordinate represent the resonant frequency and 
the intervane voltage, respectively. The output energy, 
which is proportional to the intervane voltage, is also 
indicated. The hatched area shows the region where the 
RFQ has ever been operated in the cw mode. The ions 
accelerated until July, 1997 are indicated by the closed 
circles, the diamonds, and the open circles. The solid 
curves represent the acceleration condition of ions, each 
of which is indicated by the m/q-value. The dashed 
curve shows the maximum attainable voltage with the 
present power source (40 k W). 
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Fig. 3. Maximum transmission efficiency of the beam 
through the RILAC. The measurement was done with 
the Faraday cups indicated in the figure. The solid 
line represents the result of the beam from the new 
injector after the improvement in August, 1997. The 
dashed and the dotted lines are those of the beams from 
the new injector before the improvement and the Cock­
croft-Walton injector, respectively. 



Therefore, about one half of the extracted beam from 
the 18-GHz ECR ion source was accelerated with the 
RILAC. 

As the second step, we started the acceleration tests 
of the RRC with the upgraded RILAC in December 
1996. The accelerated ions were Ar5+, Fe7+, Ni8+, 

Te18+, Kr18+ and Xe17,19+ at the frequencies of 18.0, 
18.8, 19.1,20.5,22.9 and 28.1 MHz. They are indicated 
by the open circles in Fig. 2. 

In the first test using an 36 Ar5+ beam, we achieved 
the beam current of 1 pp,A, extracted from the RRC 
for the first time. In this test, about one fifth of the 
extracted beam from the ion source was accelerated to 
the final energy of 7.5 MeV /nudeon. The beam power 
was 300 W. 

One of the advantages of the new injector is that 
highly charged ions are readily generated with the 18-
GHz ECR ion source. Therefore, the charge stripper 
before the RRC has become unnecessary for the low­
energy beams of the medium-heavy ions mentioned 
above, and consequently the stability of the beam has 
been improved. 

On the other hand, the extraction voltage of the 
ECR ion source should be very low for the highly 
charged ions because the maximum extraction voltage 
was set to be 10 kV. For example, the extraction volt­
age was only 3 k V in the first test using the 36 Ar5+ 
beam. This situation is not good for the beam inten­
sity which is roughly proportional to the extraction 
voltage to the three half power. 

Therefore, in August 1997, we raised the maximum 
extraction voltage to 20 k V in order to increase the 
beam intensity further. The vanes were replaced cor­
respondingly, whose parameters are listed in Table 1. 

After the improvement , the beam intensity has in­
creased by a few times as expected. For example, 
the intensity of Ar5+ beam accelerated through the 
RILAC has increased to 25 ep,A from 10 ep,A at 0.7 
MeV /nucleon. Moreover, the maximum transmission 
efficiency has been improved, as shown in Fig. 3. The 
maximum beam power ever achieved with the RILAC 
is 560 W for 0 5+ at 2.5 MeV /nudeon. 

At the same time of replacement of the vanes, an ad­
ditional Faraday cup was installed just after the RFQ 
in order to measure the transmission efficiency through 
the RFQ alone. According to the measured data, the 

Table 1. Main Parameters of the RFQ. 

1 - 07.1997 1 08.1997 -.. .. ·Frequency·(MHzr· .................... r .. ·f;r7 .. ~"3·~f'2rT:;:4 .. ~·3'~i:'6· 
Mass-to-charge ratio (m/q) l 6 - 26 l 6 - 26 
Input energy (keV/q) l 10 1 20 
Output energy (ke V Iq) l 450 l 450 
Input emittance (mmemrad) ~ 145 1t ~ 1451t 
Vane length (cm) l 142 l 153 
Intervane voltage (kV) 1 33.6 1 36.8 
Mean aperture (r o:mm) 1 7.70 1 8.08 
Min. aperture (amin:mm) l . 4.17 l 4.67 
Max. modulation (m) 1 2.70 1 2.41 
Focusing strength (B) ~ 6.8 i 6.8 
Max. defocusing strength l -0.30 1 -0.30 
Final synchronous phase l -25 0 l -300 

efficiency was 92%, being slightly larger than that ob­
tained in the preliminary test. The efficiency up to 
the entrance of the RILAC was, however, 80% at max­
imum as shown in Fig. 3. This means that some por­
tion of the beam is lost in the matching section between 
the RFQ and the RILAC. In fact, it was recently found 
that the drift tube of the rebuncher has a smaller aper­
ture than the actual beam size. New drift tubes are 
under fabrication to give a larger acceptance for the 
rebuncher. 

In September 1997, we tested the RRC with the 
beam from the upgraded injector. In the first test, we 
extracted Argon beam of 1 pp,A from the RRC. This 
intensity is the official limit allowed for our facility. If 
it were not for this limit, more intensive beam could 
have been extracted. In the second test using Xenon 
beam, the extracted beam current was 200 pnA. The 
overall transmission efficiency was about 10% in these 
tests. In spite of this low efficiency, the beam intensity 
after the RILAC has increased by a few tenth of mag­
nitude compared with those which had been available 
with the Cockcroft-Walton injector. 

In summary, the development of the injector RFQ 
worked out satisfactorily. More efforts will be paid for 
the improvement of the transmission efficiency. 
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Phase Stabilization of Injection Beam 
to RIKEN Ring Cyclotron 

M. Kobayashi, A. Yoneda, M. Kase, M. Kidera, A. Goto, and Y. Yano 

When the RIKEN Ring Cyclotron (RRC) is coupled 
with the one of its two injectors, RIKEN heavy-ion 
linac (RILAC), the beam transmission rate through 
the RRC is sometimes limited by the phase instabilities 
of the injection beam from the RILAC. Recently, it 
was tried to reduce the phase instabilities by a closed 
control loop system and to improve the efficiency of 
beam transmission through the RRC. 

The beam phase is measured by capacitive pick-up 
probes in the beam transport line between the RILAC 
and the RRC. In the signals from the probe, an insta­
bility is sometimes observed in the beam phase, which 

CAPACITIVE I'ICK UP 

BF.AM 

has a frequency range of 10- 100 Hz. The instabil­
ity is caused by the fluctuation of the rf voltages in 
some cavities of the RILAC. The average energy of a 
beam bunch at the exit of RILAC is affected by this 
fluctuation, and the effective beam phase is spread 
out after drifting along the long beam line down to 
the re-buncher which is installed on a half way be­
tween the RILAC and the RRC. The broadening some­
times becomes larger than the phase acceptance of the 
re-buncher, and therefore the beam transmission effi­
ciency through the RRC becomes worse. 

By using the phasemeter as shown in Fig. 1, a 

RILAC 

.... - ...... ~ ..................................... ..., ..... "' ........... - ...... ... 

PC 

NEW SI(jNAL FEEDBACK LINE 

17-45MHz 

Fig. 1. Beam phase measurement and signal feedback system of the beam phase to the phase of 
rf cavity of the RILAC. The part surrounded by dotted line is a newly installed feedback line. 

second-harmonic component of the beam signal is ex­
tracted and converted into two analog signals, Acos¢ 
and Asin¢, where 'A' corresponds to a beam intensity 
and '¢' the beam phase relative to rf. The system has 
a response of 1 kHz and the data of these two signals 
are taken through an interface-board of DIM1) every 
2 ms and stored in an 8 kB memory in it. And then, 
they are transferred to the host computer. 

Figure 2(a) shows the data stored for a period of 4 
s for 0.5 MeV/nucleon 40 Ar beam. In this case, the 
beam energy is 7.6 MeV/nucleon after the RRC. The 
harmonic number of the RRC is 11, and correspond­
ingly only the first 4 cavities of the RILAC are used. 
Each point in the figure corresponds to one measure­
ment. The distance between the 4th cavity (RF #4) 
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Fig. 2. Observed beam phase at the RILAC: (a) and (b) 
show the data without and with the feedback system, 
respectively. The !J.¢ in FWHM is 27.0 deg for (a), and 
8.8 deg for (b). 



to the probe is about 24 m. From this figure, it is clear 
that the straggling width of the beam phase (azimuthal 
direction) is quite large, while the beam intensity (ra­
dial direction) seems relatively stable. The straggling 
value about the spread of the beam phase, 1:14>, is 27.0 
deg in FWHM. 

The phase and energy of the beam from RILAC are 
given as a function of the rf phase and amplitude of 
every cavity in use. Among them, the energy depends 
smoothly on the rf phase of the final cavity in use, 
while the output phase does not change so much. In 
other words, the energy of beam from the RILAC can 
be tuned intentionally by adjusting the rf phase of the 
final cavity2) without changing the beam output phase. 
The fluctuation of beam energy at the exit of RILAC, 
which is converted into the fluctuation of the beam 
phase at the phase probe location, can thus be sup­
pressed by adjusting the rf phase of the final cavity. 

According to this expectation, a new feedback sys­
tem was developed as shown in the part surrounded by 
dotted line of Fig. 1. For the signal feedback system, 
a local personal computer (PC) with the ADC & DAC 
board is used. The two signals from the phasemeter 

are fed into the ADC, and the PC calculates 'A', 4>, 
and the output signal Vout . The relationship for this 
output signal is given by Vout = V 0 + (4) - 4>0) G, where 
G and V 0 are the gain parameter and the offset voltage 
(+5 V constantly) of the system, respectively. The 
cPo is the center of the fluctuating phase and an input 
parameter. The Vout is set on the DAC when 'A' is 
within the available range. The circulation period is 
around 80 fJ,s. The output signal from the DAC is fed 
into the phase shifter which is inserted into the input 
line of the low-level circuit of the RF #4 system. G is 
selected by changing its value to minimize the phase 
spread. 

Figure 2(b) shows the data obtained using the feed­
back system for the same beam as in Fig. 2(a). The 1:14> 
for a period of 4 s is reduced to 8.8 deg in FWHM, be­
ing one-third of the data without this feedback system. 
Further, by the use of this system, an improvement in 
the transmission rate of the RRC was observed. 

References 
1) T. Wada et al.: Sci. Papers LP.C.R. 79, 28 (1985). 
2) M. Kase et al.: Sci. Papers I.P.C.R. 79, 45 (1985). 

195 



RIKEN Accel. Prog. Rep. 31 (1998) 

Beam Orbit Simulation in the Central Region 
of RIKEN AVF Cyclotron 

D. Toprek, A. Goto , and Y. Yano 

This paper describes a design modification of the 
central region at h = 2 mode of acceleration in the 
RIKEN AVF cyclotron. We made a small modifica­
tion to the electrode shape in the central region for 
optimization of t he beam transmission. The central 
region is equipped with an axial injection system. The 
spiral type inflector is used for the axial injection. In 
Ref. 1 is shown the shape of the electrodes of the cen­
tral region of former design. In the former design, the 
ion trajectory through the spiral inflect or (with param­
eters: A = 2.6 cm and k' = 0.0 which are defined in 
Ref. 2) is analytically calculated, and the electric field 
distribution in the four acceleration gaps is described 
by a Gaussian function. In the present design, to treat 
more realistically both the spiral inflect or and the cen­
tral region, the electric field distributions in the inflec­
tor and in the four accelerating gaps have been numeri­
cally calculated from electric potential maps, produced 
by using the RELAX3D program.3 ,4) The optimized 
inflect or has the following parameters: A = 2.2 cm 
and k' = 0.3. For the simulation of the ion trajecto­
ries passing through the spiral inflect or and the cen­
tral region we used the CASIN05) and CYCLONE6) 

programs, respectively. As for the magnetic field dis­
tributions in the central region, we used the measured 
median plane map whose data were taken with an az­
imuthal step of 1.8 degree and a radial step of 2 cm. 

Figure 1 shows the modified shape of the electrode in 
the central region of the RIKEN A VF cyclotron. The 
dotted area shows the area that has been cut off from 
the previously designed electrode, following to the new 
simulation result. 

Figure 2 shows the simulated phase space diagrams 
in two transversal planes2) (u,Pu) and (h ,Ph) at the 
exit of the inflect or (solid line curves marked by the 
letters iu and ih, respectively) , together with their 
initial phase space diagrams at its entrance (dashed 
and dotted lines, respectively) . The emittance size in 
t he initial phase space is Cu = 1407r mm mrad (dashed 
line) in the (u, Pu) plane and C h = 1307r mm mrad (dot­
ted line) in the (h,Ph) plane. By using the CASINO, 
we have made the simulation for seven particles whose 
initial positions in the phase space are indicated by 
open circles in Fig. 2. The simulation was made for 
the three cases with different longitudinal momentum 
values: 0Pv == !:::.p,)p = -0.01 , 0.0, and +0.01 , where 
P is the total momentum of the ion. As seen in Fig. 
2, the final phase space diagrams (solid lines) changes 
depending on the momentum values. This shows that 
the coupling effects are important. Figure 2 shows the 
case when the particle is inflected by decreasing the in-
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Fig. 1. The modified shape of the electrode in the central 
region of the RIKEN AVF cyclotron. The dotted area 
has been cut off from the previously designed electrode. 
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Fig. 2. Phase space diagram in two transversal planes 
(u,Pu.) and (h ,Ph) at the infiector entrance (dashed and 
dotted lines) and at its exit (solid line curves marked by 
letters of Iu. and Ih' respectively). The emittance at the 
infiector's entrance is Cu. = 140n mm mrad (dashed line) 
and ch = 130n mm mrad (dotted line) , and t he relative 
change of longitudinal component of the momentum of 
ions is bpv = -0.01, 0.0 and + 0.01. The other marks 
are explained in the text . 

flector voltage by 8% (!:::.s = 0 mm, X = 8%) from the 
nominal (or analytical) value. This voltage of X = 8% 
gives the best transmission. 

The geometry of the central region has been tested 
with the orbit simulation carried out by means of the 
computer code CYCLONE. In Fig. 3, the simulated 
central trajectories of the reference ion are shown up to 
the second turns. The trajectories are shown for three 
cases with initial accelerating phases of -50, -55 and 
-60 degrees. For this simulation the dee voltage was 
assumed to be 50 k V. The initial radius r 0 and radial 



momentum Pro were taken to be 2.26 cm and 0.67 cm, 
respectively, which were obtained from the CASINO 
calculations. 
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Fig. 3. The central trajectory of the reference ion 
(TJ = 0.357, Eo = 1.5T, h = 2) in the central region 
of the K70 AVF cyclotron for different values of the 
starting phase </>0 with the equipotential contours of the 
numerically by calculated field. </>0 = -500 (solid line), 
</>0 = -550 (dashed line) and </>0 = -600 (dotted line) . 
The equipotential contours are plotted at each 10% of 
the full dee voltage Uo . 

We next tested the phase acceptance of the central 
region of the machine by tracking the first two turns 
of the ions and by looking at the beam envelopes in 
both horizontal and vertical planes. The emittance 
of the beam was reconstructed from its emittance at 
the entrance of the infiector (see Fig. 2). The fam­
ily of curves marked by letters of fu and fh (which 
correspond to the (u,Pu) and (h,Ph) planes at the in­
fiector exit) now correspond to the (z, pz) and (r, Pr ) 
planes, respectively, at the entrance of the central re­
gion of the cyclotron. It was found that the phase ac­
ceptance was determined by the vertical beam spread. 
Figure 4 shows the vertical beam envelope simulated 
for the three different values of the initial phases cPo. 

The same initial conditions as in Fig. 2 were used in 
the simulation. Only those starting phases which give 
vertical envelopes contained within the smallest ver­
tical aperture of the central region are shown. From 
Fig. 4 we can see that the phase acceptance of the cen­
tral region is about 10 degrees, which agrees with the 
result in the former design. 
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Fig. 4. The maximal vertical displacement of the beam 
in the first two turns for test ions in the K70 AVF cy­
clotron for different values of the starting phase </>0' The 
short lines crossing the abscissa show the electric gap 
positions, and the dotted lines parallel to abscissa indi­
cate the minimal vertical aperture of the central region. 
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Design of a Resonator for a Flat-Top Acceleration 
System in RIKEN AVF Cyclotron 

S. Kohara, Y. Miyazawa, O. Kamigaito, T. Chiba, and A. Goto 

A resonator for a fiat-top acceleration system in the 
RIKEN AVF Cyclotron is designed to improve the 
extraction efficiency and the energy spread of beam. 
In order to generate the fiat-top accelerating voltage 
on the dee, an additional resonator or a transmission 
line is required, which is coupled to the fundamental­
frequency resonator with a coupling capacitor.1) The 
fiat-top accelerating voltage is obtained by the su­
perimposition of the fundamental frequency and fifth­
harmonie-frequency voltages. Structure and rf char­
acteristics of the resonator designed for the fiat-top 
acceleration system is described.2) 

A layout of the AVF cyclotron is shown in Fig. 
1. The AVF Cyclotron has two resonators, each of 
the coaxial quarter-wave-Iength type with a dee an­
gle of 83°. The frequency range is from 12 to 23 
MHz. The required maximum accelerating voltage 
is 50 k V. A movable shorting plate has been used 
for the coarse tuning and a capacitive tuner for the 
automatic fine tuning of the fundamental-frequency 
resonator. The stroke of the movable shorting plate 
is 2 m. The frequency-shift range of the capacitive 
tuner is about 500 kHz. A grounded-cathode tetrode 
(4CW50,000E) amplifier is capacitively coupled to the 
fundamental-frequency resonator with a fixed vacuum 
coupling capacitor (16 pF).lts maximum output power 
is 20 k W. In general, the required amplitude of the 
fifth-harmonie-frequency voltage is about 1/25 of the 
fundamental-frequency voltage, when the voltage dis­
tribution of the acceleration gap is assumed to be fiat. 
Therefore, the frequency range and maximum voltage 
of the fifth- harmonic-frequency system are estimated 
to be from 60 to 115 MHz and 2 k V, respectively. 

A cross-sectional view of the resonator designed for 
the fiat-top acceleration system is shown in Fig. 2. It 

Resonator 

* 

/' 
Phase slit 0 

Beam 
o 100 em Vacuum chamber 

Fig. 1. Layout of the AVF cyclotron. 
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Fig. 2. Cross-sectional view of the resonator for the 
flat-top acceleration system. 

consists of the fundamental-frequency and the addi­
tional resonators to generate the fiat-top accelerating 
voltage on the dee. The additional resonator is em­
ployed to excite a higher harmonie resonance in the 
AVF resonator with the frequency five times of the 
fundamental frequency, but without a large shift in the 
fundamental frequency. The additional resonator con­
sists of a transmission line and a coupling capacitor 
(Cc). The fifth-harmonie resonant frequency is gen­
erated by adjusting both the position of the movable 
shorting plate (L5) and the coupling capacitance (Cc) 
of the additional resonator after the fundamental fre­
quency of the resonator is set by the movable shorting 
plate (Lavf). 

The rf characteristics of the resonator was calcu­
lated with the transmission-line approximation. Fig­
ure 3 shows the positions of the movable shorting plates 
of the additional and the fundamental-frequency res­
onators to obtain the fifth-harmonic resonant frequen­
cies. The highest position of the movable shorting 
plate of the additional resonator is 50 cm when the 
coupling capacitance is 30 pF. Shunt impedances cal­
culated as a function of the fifth-harmonic resonant 
frequency are shown in Fig. 4. The ratio of the voltage 
at the extraction position to that of the injection po­
sition of the AVF cyclotron is from 0.85 at 60 MHz 
to 0.49 at 115 MHz. Therefore, the required fifth-
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Fig. 3. Position of the movable shorting plates of the ad­
ditional and the fundamental-frequency resonators cal­
culated as a function of the fifth-harmonic resonant fre­
quency. The coupling capacitance (Cc) is 30 pF. 

harmonic-frequency voltage at 115 MHz is estimated 
to be 1/17 of the fundamental-frequency voltage; its 
maximum voltage is to be 3 k V. Power losses are esti­
mated to be 2,900 W at 58.5 MHz, 560 W at 80 MHz, 
and 690 W at 115 MHz when the voltage is 3 kV. 

A power amplifier for the fifth-harmonic resonant 
frequency will be a solid-state wide-band amplifier 
(WBA) whose output impedance is 50 n. A capaci­
tive divider is used to match the input impedance of 
the additional resonator to the output impedance of 
the wide-band amplifier. The capacitive divider con-
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Fig. 4. Shunt impedance calculated as a function of the 
fifth-harmonic resonant frequency. The coupling capac­
itance (Cc) is 30 pF. 

sists of a coupling capacitor (Cl) and a variable ca­
pacitor (C2). In order to obtain a good impedance 
matching, the capacitance of the variable capacitor is 
estimated to be from 90 to 120 pF when the coupling 
capacitance is 3 pF. Fabrication of a model resonator 
is in progress. 
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New Emittance Measurement Using Two PPACs 

A. Yoneda, H. Kumagai, M. Kobayashi , N. Fukunishi, M. Kase, A. Goto, and Y. Yano 

A new emittance monitor has been developed, which 
is designed to measure precisely the emittance of a 
high-energy beam generated by the RIKEN Ring Cy­
clotron (RRC). This emittance monitor consists of two 
sets of two dimensional position sensitive gas counters 
(PPAC; parallel plate avalanche counter). Such PPAC 
itself can work as a beam image monitor for a low­
intensity beam. I} 

Figure 1 shows the principle of the emittance 
measurement using two PP ACs. Suppose that two 
position-sensitive detectors are installed in a straight 
beam line with a distance of L (2.9 m in this case) 
in the interval, and that the sensitive areas are large 
enough to ensure all particles in the beam pass through 
the both detectors. When one particle passes though 
the detectors, two sets of two-dimensional position 
data, (Xa,Ya) and (Xb,Y b), are obtained; where the 
suffix 'a' and 'b' are for the first (upstream) detector 
and the second (downstream) one, respectively. From 
the obtained data, a position and an angle of the parti­
cle are calculated easily as (Xa,X') and (Ya,Y'), where 
X' = (Xb-Xa)/L and Y' = (Yb-Ya)/L. If the thickness 
of the detector is thin enough, the trajectory is not 
affected by the existence of the detector. The deflec­
tion of a beam due to the penetration of a counter 
(upstream) is estimated using by the Ziegler formula. 
Total thickness of the PPAC is estimated equivalent 
to 1.9 mg/cm2 Mylar. As a result, the scattering an­
gle of the beam after passing the PPAC in the beam 
line is about 0.2 mrad for the case of 70 MeV/nucleon 
I2C beam. This means that the effect of angular scat­
tering of the beam by the PPAC itself is negligible. 

After accumulating these data (Xa,X') and (Ya,Y') for 
a number of particles in the beam, the beam emittance 
can be determined. 

The electrode assembly of the PPAC consists of an 
anode and two cathodes on both sides of the anode. 
These electrodes are parallel each other with 4.0 mm 
interval. The anode is a thin gold layer (60 p,g/ cm2 in 
thickness) which is deposited on a 2.5 p,m-thick Mylar 
film on its both sides. On the other hand, the cath­
ode has 51 gold strips (60 p,g/cm2 in thickness) whose 
pitches are 1.0 mm on a 2.5 p,m-thick Mylar film and 
hence, the sensitive area is 50*50 mm2. The charge di­
vision method is employed for the signal readout. Two 
signals from both ends of the cathode are taken out­
side, and are used to get the position information. One 
cathode is used for the measurement of the X-position 
and the other one is used for the Y-position. 

These electrodes are set inside of the aluminum box 
which has two windows (for the beam entrance and 
exit) of 50*50 mm2 in size, and the distance of the two 
windows is 32 mm. The window film is 2 p,m-thick 
Mylar, on the surface of which aluminum (8 p,g/cm2) is 
deposited. This counter box has a gas inlet and outlet 
and has four feedthroughs for the position signals from 
two cathodes and one feedthough for the bias voltage 
to the anode. Two gas lines and five signal cables 
are introduced to the atmosphere through a counter 
support pipe. A gas of isobuthane is supplied by a 
stable gas flow, keeping the pressure inside the counter 
around 8 torr. 

The counter is set exactly on the beam axis remotely 
when in use, and removed out of the beam area other 

L=2.9m 

X" =~!>.-:~!1 
L 

Y' = Yb-Ya 
L 

--~.~ (Xa, X') (Ya, Y') 

Fig. 1. Principle of the emittance measurement using two PPACs in series. 
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time. Two PP ACs have been installed inside the beam 
diagnostic chambers separately, immediately after the 
extraction of RRC. There is no focusing element be­
tween the two chambers. 

The PC takes eight signals, and only if the eight 
signals are all above the threshold, 10% of the maxi­
mum data range, it accumulates these data. If there is 
no threshold setting, accurate data cannot be obtained 
about the position information. 

A test of the emittance measurement was performed 
with a beam of 110 MeV/nucleon 22Ne. The obtained 
data of the spatial distribution and emittance of the 
beam are shown in Figs. 2 and 3. The obtained emit­
tances are 15 nmm ·mrad for horizontal plane and 4.6 
nmm·mrad for vertical one. The emittance in the hor­
izontal plane might be enlarged due to a multi-turn­
extraction and/or momentum dispersion effects. In 
Fig. 4, several spots due to the multi-turn extraction 
can be observed in the vertical plane. 

From the result, it is clear that the PPAC system 
is very useful for the precise measurement of a low­
intensity beam whose current not to exceed 104 parti­
cles/sec. By using these PPACs as beam emittance 

(Xa,Ya) 5mm1div ( Xb,Yb) 5mm1div 

+ -.: 

.ifIIir + 

Fig. 2. The spatial distribution of a beam image measured 
by the PPAC. 

~---------~--------~~----~--------.----I( X,ex) 5mmldiv,ImRidiv (y,ey) 5mmldiv, ImRldiv 

- + + , 
Fig. 3. Beam emittances measured by the PPAC. For 

a beam of 110 MeV/nucleon 22Ne, the obtained emit­
tances are 15 7rmm·mrad for horizontal plane and 4.6 
7rmm·mrad for vertical one. 

(x. ex) 5mmldiv, ImRldiv 

Fig. 4. Beam emittances measured by the PPAC. Several 
spots due to multi-turn extraction effect are shown by 
log scale in ordinate. 

monitors, more accurate experiments may become pos­
sible. 
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Heavy Ion Microbeam Project in RIKEN Accelerator Research 
Facility 

N. Fukunishi, M. Kobayashi, A. Yoneda, M. Kidera, M. Kase, and Y. Yano 

Recently, biologists have suggested a new type of 
experiments in which specified cells or organs are irra­
diated with heavy ions in order to elucidate complex 
communication mechanism between cells or between 
groups of cells. To promote this program, we are now 
planning to construct the new beam course which can 
provide microbeams. 1) For producing a microbeam, we 
employ a beam collimation method because the beam 
intensity of the RIKEN Ring Cyclotron is sufficiently 

high, and insertion of few devices into the present beam 
line is good enough to realize microbeams. We choose 
the aperture of 50 /.Lm as a collimator for a first step of 
our project. The test bench of the collimator has been 
completed. 2) The E5C course of the RIKEN Acceler­
ator Research Facility was chosen as the microbeam 
course, and the beam transport was designed to make 
a parallel beam at the collimator in order to reduce un­
desired beam scattering. We show in Fig. 1 an example 
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Fig. 1. Beam envelope in the E5C course. A solid (dashed) line is the horizontal (vertical) 
component. The AOl point is the object point of the beam optics. Vertical lines show 
positions of magnets, slits, and the collimator. 

of calculated beam envelopes based on the first order 
theory of beam optics. The transmission efficiency is 
1.35 * 10-9 in this case, and the resulting current of the 
microbeam is 840 ions/second for a 100 pnA heavy-ion 
beam. 

Figure 2 shows a conceptual design of the irradia­
tion system. The thickness of the collimator is 10 mm 
even when a heavy metal is used, because the energy of 
heavy ions is quite high. In addition, we use a position­
sensitive Si-detector (PSD) to resolve the beam axis. 
A microscope is installed to determine the target po­
sition. We fix the target on a movable stand and drive 
it using a stepping motor. We choose the minimum 
step as 50 /.Lm. Utilizing these apparatuses, we set the 
target precisely on the beam axis. The scintillation 
counter placed above the target numerates the popu­
lation of heavy ions. We also prepare a range shifter 
in order to vary the linear energy transfer. We set all 
devices on the same table which defend them from vi­
bration. A beam profile monitor and a Faraday cup are 
prepared to assist the beam tuning, and we set them 
off from the beam axis during experiments. The first 
experiment with this system is scheduled in 1998. 
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Fig. 2. Conceptual design of the irradiation system. 
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Initial Design of a Charge State Multiplier System 
for RIKEN RI Beam Factory 

A. Bandyopadhyay, O. Kamigaito, A. Goto, and Y. Yano 

The RI-beam factory project envisages to use a 
Charge State Multiplier!) (CSM) after the RILAC. 
The CSM consists of an accelerator - charge stripper 
- deccelerator combination. A charge stripper placed 
after the accelerating section increases the q/ A ratio 
of the beam and the decelerating section brings down 
the rigidity of the beam within the acceptable limit of 
the RRC. 

The initial parameters for the CSM have been fixed 
by considering the acceleration of 238U ion at the fre­
quency of 54.4 MHz. At present, the aim is to start 
with q = 22 and optimize the production of q = 58 
from the stripper. Considering various aspects, the 
final energy for U22+ have been fixed around 3.84 
MeV /u and the expected charge fraction of U58+ at 
this energy is 13.82%.2) 

The focusing elements will not be placed within the 
drift tubes but in between the tanks in order to reduce 
the wall losses of tanks. I) As a consequence, the length 
of the individual tank should be moderate to confine 
the beam within reasonable transverse limits. It has 
been decided therefore to make four accelerating tanks 
and two decelerating tanks to reach this goal. 

In order to find the dimensions of drift tube lengths 
and gap distances between the drift tubes, a program 
CELLGEN has been developed. The transit time fac­
tor has been calculated assuming a sharp edge approx­
imation of the electric field between the drift tubes and 
assuming that the particle receives the total energy at 
the middle of each gap. In this design, the gap length 
in each tank has been kept same, equal to the half 
length of the first cell in each tank. 

A beam dynamics code ARLIN1 has been developed 
for calculations of the transverse beam dynamics in 
the CSM. It is a first order matrix multiplication code 
capable of calculating the beam profile in the trans­
verse plane starting with initial phase ellipse parame­
ters. The defocusing effect of RF field in the drift-tube 
gap has been approximated to the action of a thin lens 
kept at the center of the gap. The change of the beam 
emittance due to the acceleration has been properly 
taken into account by adjusting the Twiss parameters 
at the center of each gap. 

The optimization of quadrupole field strengths in be­
tween the tanks is yet to be implemented in the AR­
LIN1 program. Therefore, the code TRANSPORT3) 
has been additionally used for the initial optimiza­
tion of the quadrupole fields for efficient transmission 
through the CSM. The arbitrary matrix option of the 
code has been used to describe the effect of RF de­
focusing in the tank. With these optimized fields the 

code ARLIN1 has been used to find the beam profile. 
Another code NEWCEL21 has been developed to 

study the longitudinal beam dynamics. Given the val­
ues of the synchronous phase and energy and of the half 
widths of their spread, the program generates a phase 
ellipse in the longitudinal phase space and tracks the 
motion of each particle up to the end of the tank. One 
can then draw the phase profile at any location within 
the tank. 

The fixing of initial parameters of the drift tubes de­
scribed above were performed assuming a fiat voltage 
profile in each tank. In practice, however, the voltage 
profile is not exactly flat and it changes with frequency 
also. We have used the three dimensional RF struc­
ture analysis code MAFIA for the calculations of RF 
parameters and of the voltage distribution within the 
tanks. 

We have opted for an IH type of structure (Fig. 1) 

Beam_ 

drift tube 

movable shorting 
plate 

Fig. 1. Schematic diagram of a CSM tank. 

1 m 
I 

for the CSM, as in the velocity range of operation this 
structure provides the highest shunt impedance. On 
top of this , the structure of the CSM should be of con­
tinuous frequency-variable type in the frequency range 
of 36 to 76 MHz, and it should have a maximum pos­
sible flat inter-gap voltage distribution in each tank. 
Further, the voltage distribution should not change 
much with the frequency. Figure 2 shows the opti­
mized voltage distribution within the first tank for dif­
ferent frequencies. Identical results have been achieved 
for all the tanks. The dimensions of the ridge is found 
to be very critical in determining the voltage profile 
within the tank. The current through the RF contact 
between the ridge and the shorting plate is a matter 
of concern, especially at higher frequencies. Table 1 
shows the important parameters for the CSM tanks. 

The beam dynamics have been studied in the final 
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Fig. 2. Optimized voltage profile in the first CSM tank at 
three different frequencies in MHz. 

Table 1. Tanks 1- 4 are the acceleration section and tanks 
5-6 are the deceleration section. cPs denotes the syn­
chronous phase. The input (Ein) and output (Eoud en­
ergies correspond to the acceleration condition at 54.4 
MHz, where the initial parameters were fixed. The ef­
fective shunt impedance (Zs), Q-value, the maximum 
current density on the sliding contact (J), and the wall 
loss (P) are estimated at the highest frequency of 76 
MHz. 

Tank I Tank 2 Tank 3 Tank 4 Tank 5 Tank 6 

Length (m) 3.051 3.525 3.940 4.313 3.663 2.914 

Height(m) 1.750 1.750 1.750 1.750 1.750 1.750 

Width (m) 1.050 1.050 1.050 1.050 1.050 1.050 

No. of Gaps 18 18 18 18 16 16 
• • (degree) -25 -25 -25 -25 25 25 

E;n(MeV/u) 1.476 2.070 2.661 3.251 3.840 2.650 

Eou, (MeV/u) 2.070 2.661 3.251 3.840 2.650 1.476 

Zs(MW/m) 155.3 131.0 114.9 102.0 111.6 155.9 

Q-value 29321 31144 31972 32767 32757 31063 

J(Ncm) 92 92 79 73 71 79 
P(kW) 126 130 132 136 77 81 

Inter-gap Voltage (kV) 430 430 430 430 382 382 

step with the optimized voltage profile, and the re­
sults of this study are shown in Figs. 3 and 4. The 
initial beam is assumed to have an emittance of 30n 
mm-mrad in both transverse phase planes, and the lon­
gitudinal emittance being 450n keY lu-degree. It has 
been found that the beam is fully transmitted through 
the CSM with the optimized quadrupole fields. 
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Fig. 3. Beam profile along the distance of the CSM in 
two transverse directions, where the inter-gap voltage 
distribution was calculated with the MAFIA code. 
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Fig. 4. Particle simulation in the longitudinal direction 
using the inter-gap voltage distribution calculated with 
the MAFIA code. 
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In a previous design,l) the first one (4-sector ring cy­
clotron) of the two booster ring cyclotrons was planned 
to be superconducting one. After a further study, 
however, we found that it had better be a room­
temperature (RT) one. The reasons why the RT cy­
clotron was considered advantageous compared with 
the original superconducting design are: the sector 
magnets of the RT booster in question can be designed 
to consume only 320 k W of power, no greater than that 
(480 kW) of our ring cyclotron currently in operation 
at RT (RRC); and the new booster can be easily de­
signed after this RRC know-how (if it is chosen to be 
a RT one), because its structure and size are similar 
to those of familiar RRC. 

Thus, we have renamed the 4-sector ring cyclotron 
as IRC (Intermediate Ring Cyclotron) from the former 
name SRC-4, and the 6-sector ring cyclotron as SRC 
(Superconducting Ring Cyclotron) from SRC-6. 

Figure 1 shows a plan view of the designed IRC. 
Total power consumption of four pairs of main coils 
and twenty pairs of trim coils is 320 and 220 k W at 
the maximum magnetic field of 1.9 T, respectively. A 
flat-top rf resonator is used along with two main rf 
resonators. The main rf resonator is of a single-gap 
type with a rotatory plate; the flat-top resonator is of 
a single-gap type with a shorting plate.2) Details of all 
the components except for the rf resonators are being 
designed after the components of RRC. 

Fig. 1. Plan view of IRC. 

Figure 2 shows a plan view of the designed SRC. 
Details of orbit analysis and design of the compo­
nents such as the sector magnets, the rf resonators, 
and the injection system are reported elsewhere in this 

Sector . 
Ma~t 

Fig. 2. Plan view of SRC. 

Progress Report. 
Fabrication of the prototype sector magnet of SRC 

has been continued: measurements of mechanical and 
electrical characteristics of the superconducting wires 
for the main and trim coils as well as detailed design 
of how to fix the coil vessel onto the cold pole were 
made. The items measured relating to the mechani­
cal characteristics of the superconducting wires were: 
tensile strength, stress/strain hysteresis, fatigue, and 
stress/creep characteristics at room temperature and 
77 K. The items measured on their cryogenic and elec­
trical characteristics were: heat flux, Hall effect, and 
magnetic resistance at 4.2 K. Quench stability test was 
also made at 6 T for both the main and trim coils by 
making a small model of two-coil configurations. The 
results of these measurements were in good agreement 
with the design. Details of them and the design of the 
prototype sector magnet are reported elsewhere in this 
Progress Report. 

The prototype sector magnet of SRC is scheduled 
to be completed in the summer of 1998 after a half­
year delay from the first schedule. Until then planned 
to be made are: a model of superconducting magnetic 
channel and three units of sector magnet models with 
1/6-scale in order to simulate the electromagnetic force 
exerted from the adjacent sector magnets. 
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Orbit Analysis of RIKEN Superconducting Ring Cyclotron 
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The RIKEN superconducting ring cyclotron is one of 
the main accelerators for the "RI Beam Factory" which 
has started its construction as the next project of 
the RIKEN Accelerator Research Facility (RARF). 1) 

The Superconducting Ring Cyclotron (SRC) is ex­
pected to boost the energy of ion beams up to 400 
MeV /nucleon for light heavy ions like carbon, and 
up to 150 MeV/nucleon for very-heavy ions like ura­
nium. Beam current is expected to be more than 100 
pp,A for light heavy ions and about 0.2 pp,A for 150 
MeV /nucleon for uranium ions. Figure 1 shows the 
region of expected ions from the SRC (grey area) and 
typical ions (white circles). 
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Fig. 1. The region of expected ions from the SRC is shown 
by grey area. White circles show the typical ions used 
for design calculation. 

Main parameters of the SRC are listed in Table 1. 
Velocity gain factor is 1.51. Figure 2 shows a layout of 
the SRC. Six sector magnets, three main resonators, 
one flattop resonator, and injection and extraction de­
vices, together with injection and extraction orbits, are 
shown. 

Table 1. Main parameters of the SRC. 

Number of sectors 

Harmonics 

Average radius: 

Number of cavities 

Rotational frequency 

Injection 

Extraction 

Main 

Flattop 

6 

6 

3.56m 

5.36 m 

3 

3.0-6.36 MHz 

In order to realize the high magnetic field and var­
ious magnetic inclinations, the sector magnet of the 
SRC has the followings: a set of superconducting main 

206 

Fig. 2. Layout of the SRC. 

coils for base field generation; five sets of superconduct­
ing trim coils for coarse adjustment to the isochronous 
field; and about 20 sets of normal conducting trim coils 
for fine adjustment to the isochronous field. Magnetic 
field distribution was calculated by a three dimensional 
code, TOSCA.2) 

Size of the superconducting main coil is 284 mm 
(width) x 310 mm (height). The maximum excitation 
current is 6 MA per one sector magnet (two coils). The 
superconducting main coil is installed inside a He ves­
sel made of stainless steel which is tightly fixed to the 
cold pole. 

Five sets of the superconducting trim coils are placed 
on the inner surface of the cold pole. Two sets at the 
extraction side have current returns at the extraction 
side, which are not wound along beam orbits but are 
just straight in the beam region in order to avoid con­
cave curvature of conductors. The rest three sets have 
current returns at the injection side. Schematic view of 
the superconducting trim coils is shown in Fig. 3. The 

Fig. 3. Configuration of the superconducting trim coils is 
shown. Two of five sets have current returns at the ex­
traction side and the others have them at the injection 
side. 



first coil (of leftest in Fig. 3) on the injection orbit is 
wound along the beam orbit, then the curvature grad­
ually becomes straight towards the extraction side. 

The normal conducting trim coils are one-turn coils 
which are installed inside the cryostat chamber wall. 
We plan to use 20 coils at the acceleration region and 
one or two more coils at both injection and extraction 
regions. The maximum current of each coil is consid­
ered to be 500 Amps. 

Shape of the yoke of sector magnet has been opti­
mized in order to give an appropriate focusing force 
and to receive a tolerable shifting force of the cold 
mass. Figure 4 shows the upper half of the sector mag­
net. 

Fig. 4. Schematic view of the upper half of yoke is shown. 
Length, width and height of the yoke are 7.55 m, 3.3 m 
and 3.0 m, respectively. 

By using the main coils and five sets of the super­
concudting trim coils, it is possible to adjust various 
distributions of isochronous fields within ±0.1 %. The 
normal conducting trim coils can improve the errors to 
the isochronous condition from ±0.1% to ±0.01%. 

Influence of the resonances at V z = 1 and V z = 1.5 
was studied. The minimum axial betatron frequency 
is set to be 1.05 in order to keep the axial shift of 
beam within ±5 mm. The resonance at V z = 1.5 can 
be crossed. The amplitude increase by crossing the 
resonance is less than 10%, however. Figure 5 shows 
the working paths of typical ions. 
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Fig. 5. Working paths of the radial and axial betatron fre­
quencies of typical ions: (1) 238U49+ 100 MeV/nucleon, 
(2) 238U58+ 150 MeV/nucleon, (3) 84Kr30+ 300 
MeV/nucleon, (4) 160 7+ 400 MeV/nucleon, (5) 12C6+ 
400 MeV/nucleon and, (6) 16 0 7+ 200 MeV/nucleon. 
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Design of Sector Magnets for RIKEN 
Superconducting Ring Cyclotron 
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The RIKEN Superconducting Ring Cyclotron, SRC, 
will be one of the main accelerators for the "RIKEN 
RI-Beam Factory" .1) Six superconducting sector mag­
nets are to be used in the SRC. 

Our progress made for the design of the sector mag­
nets during 1997 is as follows: (1) A detailed design of 
the main and trim superconducting coils was finalized; 
(2) Mechanical stress and deformation of the main coil 
vessel caused by the coil's electromagnetic force were 
analyzed, and the dimensions of the coil vessel were 
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fixed; (3) Superconducting wires of 15.4 km and 4.6 km 
in length to be used for the main and trim coils were 
purchased for a prototype magnet;2) (4) Two small 
coils were made using the two kinds of superconducting 
wires mentioned above, and their stabilized currents 
against coil quench were measured. The results have 
verified the validity of our design;3) (5) Construction 
of the prototype magnet is in progress at respective 
manufactures. 

The present design status is as follows. Figure 1 

10m 

COLD POLE 

TRIM COIL(super) 

MAIN COIL(super) 

FX SUPPORT 

POLE LINK 

TRIM COIL 
(nonna!) 

80KSHIELD 

5.4m 

VACUUM VESSEL 

Fig. 1. Cross-sectional view of the SRC sector magnet. 

shows the cross-sectional view of the SRC sector mag­
net. The basic parameters are shown on Table 1. Main 
components of the magnetic elements are supercon­
ducting and normal-conducting coils, cold poles, and 
a yoke. Two kinds of superconducting coils are used: 
i.e., a pair of main coils and one group of trim coils, 
and these superconducting coils are mechanically fixed 
to the cold-poles through their vessels. Another group 
of normal-conducting trim coils is arranged on the up­
per and lower surfaces of the beam chamber. Super­
conducting coils are all cooled by liquid helium and 
located in a cryostat to keep their temperature to be 
4.5 K. The cryostat is like a big vacuum bottle, which 
consists of a vacuum vessel and an 80 K thermal shield. 

One of the most serious points of design is how 
to control and how to support the huge electromag­
netic force exerted on the superconducting coils. The 
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Table 1. Parameters of the sector magnet. 

Average radii of beam injection 
extraction 

Sector angle of main coil 
Maximum magnetic field 

3.56m 
5.36m 
25 degree 

in the beam orbital area 4.5 T 
in the main coil 5.S T 
in the trim coil 5.0 T 

Main-coil's ampere turns per magnet 6.0 MA 
Coil cooling method LHe bath cooling 
Stored magnetic energy for 6 magnets 390 MJ 

(75 % .in air, 17 % in poles, 8 % in yokes) 
Maximum operation currents 

for main coil 
for trim coil 

Iron weight of 6 magnets 
poles 
yokes 

S,OOOA 
SOOA 

216 tons 
3,630 tons 



magnetic forces on the cold mass calculated with 3-D 
TOSCA/OPERA code are shown in Fig. 2. We have 
adopted a cold-pole arrangement which gives a me­
chanical support against the huge magnetic force of the 
main coil, and gives a reductions in the ampere-turns 
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Fig. 2. Magnetic forces exerted on the cold mass. Fxy for 
half main coil (Expanding Force = EIFxyl). Fz for one 
coil and one cold pole. Fx for a magnet. 

RUPTURE 
DISK 
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and the magnetic forces, compared with a warm-pole 
arrangement. The magnetic forces (Fxy, Fz) exerted 
on the main coils are all supported by the cold-poles 
through the coil vessels. The vertical magnetic force 
(Fz) is supported with two pole links which are at­
tached to the upper and lower cold poles. The shifting 
force (Fx) in the radial direction is supported with four 
sets of the Fx supports which work at the same time 
as the thermal insulations between the room temper­
ature and 4.5 K regions. This force (Fx) is generated 
by both of the arrangement of six sector magnets and 
the asymmetric configuration of the coils and irons. 

Another important point of design is how to prevent 
the coil quench. If a coil quench occurred in the main 
coil, the operation of the SRC has to be stopped at 
least for 2 weeks in order to re-cooldown of the coils. 
We have applied a cryogenic stabilization method on 
the main and trim superconducting coils to avoid coil 
quench. As the result of applying it, the average cur­
rent density of the main and trim superconducting coils 
were designed to be 34 A/mm2 and 39 A/mm2 , respec­
tively. 

Figure 3 shows the cooling diagram. Two refrigera-

RECOVERY 
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10-15 atm BUFFER PASS 

POWER LEAD GHe 
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TRANSFER TUBES 

LHe BUFFER TANK COLD BOX 

Fig. 3. Cooling system diagram. 

tors having a capacity of 500 W each at 4.5 K will be 
used for cooling of the six sector magnets plus the beam 
injection/ extraction magnets. The cold mass weight of 
the six sector magnets is 360 tons, and it will take one 
and a half months for the cooldown of the cold mass 
from room temperature to 4.5 K. We expect the SRC 
to operate more than 6000 hrs a year, so the cold mass 
should be kept in the low temperature as long as possi­
ble. When one refrigerator breaks down, the magnets 
can be kept at 5 to 6 K with another refrigerator. At 
the time of main power failure, a recovery compressor 

driven by an emergency power source will recover the 
evaporated helium gas to the GHe buffer tank. We 
will use no liquid nitrogen in this cryogenic system for 
simplicity of the cooling system. 
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A superconducting ring cyclotron named SRC is to 
be built in the RIKEN RI-Beam Factory project as 
one of the post accelerators of the existing K540 Ring 
Cyclotron.1,2) The SRC is designed to have a K-value 
of 2500 MeV, consisting of six superconducting sector 
magnets. The design of SRC is described elsewhere in 
this progress report. 3 ,4) 

A full-scale model of the superconducting sector 
magnet is to be built as a prototype sector magnet, 
in order to make sure the design of sector magnet is 
valid under the condition as close to the real one as 
possible. If this prototype magnet is successful, we 
plan to use it as one of the sector magnets of SRC. 
The design of the magnet has been outlined in the last 
year's progress report. S) Here, we report on progress 
in the design as well as on status of fabrication. 

Figure 1 shows a schematic drawing of the sector 
magnet. The huge electromagnetic force6) exerted on 
the main coils is supported by means of what we call 
cold-pole method. The pole pieces are separated from 
the iron return yoke and are cooled down together with 
the main coils in a cryostat. Two coil vessels accom-

7400mm 

--! 

Fig. 1. Schematic drawing of the prototype sector magnet: 
a side view (upper figure); a top view (lower figure). 
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modating the main coils are attached to the side of 
the upper and lower pole pieces, which are linked each 
other by pole links. This arrangement allows the pole 
pieces to work as mechanical supports against the elec­
tromagnetic force. 

The cold mass, consisting of the cold poles, main 
coils and main-coil vessels, is supported by support 
links shown in Fig. 1. The eight vertical links (four 
links in each of the upper and lower side) support the 
weight of cold mass, while the four horizontal links 
(two links for each of the upper pole and lower pole) 
support the force that shifts the cold mass toward the 
side yoke. 

Some details of the main coil vessel and cold pole 
are shown in Fig. 2. One of the important issues in 
the design of sector magnet is how to fix the coil vessel 
to the side of pole piece. Two kinds of schemes that 
we proposed are shown in Fig. 3. In the scheme shown 
by the upper figure, a sort of "hook" is used to fix the 
coil vessel to the pole. The coil vessel and the "hook" 
are assembled by welding. The second scheme shown 
by the lower figure in Fig. 3 uses screws to fix the coil 
vessel to the pole as well as to assemble the coil vessel. 
In the prototype magnet, we adopt the former scheme 
for the upper coil while the latter one for the lower 
coil, and plan to examine through the test operation 
of prototype magnet which scheme is better. 

The design of main coil vessel was made estimating 
the stress caused by the electromagnetic force and ther­
mal contraction. The material of coil vessel was chosen 
to be a stainless steel called SUS316L by considering 
its strength. The wall thickness of coil vessel was de­
termined so that the estimated maximum stress does 
not exceed the allowable maximum stress of SUS316L. 

Fig. 2. Some details of the main coil and cold pole. 
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Fig. 3. Two kinds of schemes to fix the coil vessel to the 
cold pole. 

The size and interval of screws were determined in the 
same way. The material of screws was chosen to be 
a stainless steel called A286. The displacement of the 
main-coil vessel due to the electromagnetic force was 
simulated to be about 1.1 mm in the horizontal di­
rection and about 1.9 mm in the vertical direction at 
maximum. The fatigue limit was also checked for the 
coil vessel, welding spots of coil vessel, and screws. It 
is found that no breaks are expected for the assumed 
cycles of 10,000 (1 cycle/day for 30 years). Fabrication 
of the cold pole and coil vessel has started. 

An aluminum-stabilized superconductor, designed 
based on Maddock's criterion, is used for the main coil. 
The details of the conductor are given in Ref. 5 along 
with those of the main-coil configuration. Fabrication 
of the conductor finished in the spring of 1997. The 
conductor specification was checked by testing several 
samples of conductor, and was found to be achieved. 

Heat transfer from the Al stabilizer to liquid Helium 
was measured using a setup simulating the main-coil 
configuration. It was found that the measured heat 
transfer was large enough to achieve the design value 
of maximum stabilized current. The measurements of 
mechanical properties, such as stress-strain curve, fa­
tigue, and creep, were also made using sample pieces 
of the conductor. It was found that the conductor was 

strong enough against the electromagnetic force and 
thermal contraction. 

Model trim coils, which correspond to a part of real 
trim coils, are to be fabricated and installed in the 
pole gap space as shown in Fig. 1. The conductor of 
trim coil has been designed to be cryogenically stable, 
based on Stekly's criterion. It is a rectangular conduc­
tor whose cross-sectional sizes are horizontally 2.9 mm 
and vertically 3.6 mm, consisting of a stabilizer housing 
of pure aluminum and a superconducting wire at the 
center of conductor. The superconducting wire is the 
same to the wire that constitutes the Rutherford-type 
cable used for the main-coil conductor.5 ) The cooling 
gaps of trim coil are taken to be 0.25 mm. The cool­
ing efficiency is estimated to be 40% considering the 
spacers placed in the gaps. The trim coil is expected 
to be stable up to 550 A at 6 T. We plan to excite it 
with currents lower than 500 A for safety. The current 
density at 500 A is estimated to be about 41 Ajmm2

. 

The trim coil vessel is connected in series to the main 
coil vessel, so that the trim coil can be cooled by the 
liquid helium provided by a common refrigerator. 

Fabrication of the trim-coil conductor finished also 
in the spring of 1997. Its specification was checked for 
several samples, and was found to be achieved. Heat 
transfer measurement of the Al stabilizer was made 
similarly to the main coil conductor, and a designed 
value of heat transfer was confirmed. 

The maximum stabilized currents were measured in 
a realistic condition both for the main coil and trim 
coil conductors. A small test magnet was built for 
this purpose. The results are given elsewhere in this 
progress report. 7) 

The fabrication of prototype magnet is progressing. 
The coil winding starts in March 1998. The cold mass 
and cryostat will be completed in the summer of 1998. 
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In this paper , results of numerical and experimental 
studies on the quench stabilities of the superconduct­
ing coils are described. The quench stabilizing currents 
of the main and trim superconducting coils were con­
firmed from this work. Hence, we have begun to wind 
the coil of the prototype magnet . 

Sector magnets l ) for the proposed superconduct­
ing ring cyclotron (SRC)2) of the RIKEN RI beam 
factory project require two kinds of superconducting 
coils: ' main and trim coils. Table 1 shows the pa­
rameters of the wire for these coils. The wires for 
the above-mensioned prototype magnet3) were already 
purchased. One of our basic design concepts for the 
sector magnets is to make quench-free superconduct­
ing coils to assure the reliable long-period operation of 
the SRC. For this purpose, we planned to use par­
tial stabilization criteria (Maddock's stabilization4

)) 

for the main coil, and full stabilization one (Stekly's 
stabilization5)) for the trim coil. The partial stabi­
lization criterion is defined as follows : when a normal­
conducting state happens in some part of coils due to 
the mechanical disturbance, the superconducting state 
can be recovered within a few seconds with the cooling 
by liquid helium (LHe). On the other hand, the full 
stabilization one is: even when the entire part of coils 
was turned into the normal-conducting state the su­
perconducting state can be recovered immediately by 
LHe cooling. Although the full stabilization design is 
much safer than the partial one, it requires the lower 
current density coils . Therefore, we can not use this 
method to the main coils. However, for the trim coils it 
is hard to fix the coil windings in mechanically strong 
manner because of their configurations. We have thus 
decided to use the full stabilization criteria for the trim 
coils . 
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Table 1. Parameters of two superconducting wires. 

Items For main coil For trim coil 

Operation current (A) 5 0 0 0 5 0 0 

Max. magnetic field (T) 6 6 

Stabilizing criterion Partial 

~~~il~zillgc\l~.llt(~.) . ~600Q 
at 6 T, 4.5 K 

Full 

..... ~5S0 

c:riti(;~ cl1.~llt.(N ... ~ IIS00 .... .. ~ 1.I.S0 

at6T,4.3K 

Outer dimension (mm) 8.0 x IS.0 2.9x3.6 

Materials NbTi / Cu / Al NbTi/Cu/ AI 

Section area ratio 1 / 1 / 17 

RRR of Al ~ SOO 

0,2 % yield strength . .. ~S 

of AI (kg/mm2) 

Cooling surface ratio 5 0 % 

1 /l /IS 

........... ~4: ... 

40% 

Characteristics of the heat flux transport from the 
wires to LHe, and electric resistivities of the aluminum 
stabilizers of the wires , were measured in LHe at the 
wire manufacturer, Furukawa Electric Corporation. 
Using these measured data, the stabilization currents 
of the main and trim wires were calculated to be 6000 
A and 750 A, respectively. 

Next, we made a numerical calculation and an ex­
perimental study on the quench phenomena. The nu­
merical calculation was done to understand the real 
transient phenomena and to obtain the suitable speci­
fications (capacity and arrangement) of electric heaters 
and voltage taps for the experiment study. In Fig. 1, 
the calculated results of the voltage drop and the tem­
perature of the main coil at 5500 A are given as a 
function of time. A pulsed heat loading of 60 W was 
applied to the wire over length of 0.4 m for 0.2 second. 
As seen in Fig. 1, the voltage drop becomes zero 0.3 
sec after the heating. Then we can say that the main 
coil is stabilized against the quench at the excitation 
current of 5500 A. Figure 2 shows the another calcu­
lated result to find the fully stabilizing current of the 
trim coil. In this calculation, the normal-conducting 
length was increased to 4 m at 1000 A, and then the 

Current=5500A. Heating=SOWxO.2sf4Ocm 
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Fig. 1. Calculated voltage drop and maximum tempera­
ture of the test main coil. 
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Fig. 2. Calculated voltage drop versus current of the test 
trim coil. 



coil current was decreased with a time constant of 1 
second. As seen in Fig. 2, the decreasing gradient of 
the calculated voltage drop suddenly changed toward 
zero at 730 A, which can conclude that the fully sta­
bilizing current of the trim coil is 730 A. 

Experimental study has been done at Mitsubishi 
Electric Corporation by using two small superconduct­
ing coils, a test main coil and a test trim coil, which 
use same superconducting wires and similar cooling 
configurations as the prototype magnet. In these coils, 
electric heaters were set on the wire surface to give 
a thermal disturbance instead of mechanical distur­
bance. The heating lengths are 0.4 m in the test main 
coil 's wire of 115 m, and 0.1 m in the test trim coil's 55 
m. Figures 3 and 4 show a drawing and a photograph 
of the three coils arrangement. The coils were cooled 
down to 4.5 K using LHe, and the stabilizing currents 
of the main and trim test-coils were measured under 
the total magnetic field of 6 T: 4.5 T from the bias 
coil and 1.5 T from the test main coil. Figures 5 and 

Bias coil Test main coil Test trim coil 

d635mm 

Fig. 3. A drawing of three coils configuration. 

Fig. 4. An outward view photograph after three coils 
assembly. 

6 show the measured results on the main and trim 
test-coils, which can be compared with Figs. 1 and 2. 
The stabilizing currents obtained from the experiment 
were 5700 A and 630 A for two coils, which are 1.14 
and 1.26 times larger than the designed maximum op­
eration currents of the main and trim coils. This has 
verified the validity of our design on quench stability. 
The difference between the calculated stabilizing cur­
rent and measured one is thought due to the degrada­
tion of heat flux characteristics in real coils. It should 
be noted that the high current feeding up to 6500 A to 
the main superconducting wire was done for the first 
time in this experiment, because it was impossible to 
feed such a high current during the wire inspection test 
at the wire manufacturer due to their power supply 
limitation. 
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Fig. 5. Measured voltage drop of the test main coil. 
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Fig. 6. Measured voltage drop versus current of the test 
trim coil. 
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Analysis of the Injection and Extraction Trajectories 
in RIKEN Superconducting Ring Cyclotron 

S. Fujishima, H. Okuno, T. Tominaka, T. Mitsumoto, T. Kubo, T. Kawaguchi, J.-W. Kim, 
N. Sakamoto, A. Goto, and Y. Yano 

In the RIKEN RI Beam Factory project, a six-sector 
Superconducting Ring Cyclotron (SRC) has almost 
been designed. 1) The purpose of present analysis is to 
optimize the layouts and specifications of the injec­
tion and extraction elements in the SRC. For the opti­
mization, the differences of trajectories in the elements 
and the required fields of the elements were minimized. 
Beam envelopes were also studied to adjust the beam 
width. 

The SRC has strong stray field from the sector 
magnets,2) and this field strongly depends on the con­
dition of acceleration. Thus, the trajectories of var­
ious beams differ considerably from each other. Be­
sides, the injection and extraction elements should be 
installed in a small space limited with the sector mag­
nets, RF -cavities, and vacuum chambers. These diffi­
culties make the design of the injection and extraction 
systems challenging. The injection system consists of 
four bending magnets (BMl, BM2, BM3, and BM4), 
three magnetic inflection channels (MICl, MIC2, and 
MIC3), and an electrostatic inflection channel (EIC). 
The extraction system consists of a bending magnet 
(EBM) , three magnetic deflection channels (MDCl, 
MDC2, and MDC3) , and an electrostatic deflection 
channel (EDC).3) 

To analyze the injection and extraction trajectories 
in the SRC, an equation of motion was solved with 
Runge-Kutta-Gill method. Magnetic field of the sector 
magnets used in this analysis was calculated with a 
three-dimensional coinputer code, "TaSCA". 

Table 1 shows energies and magnetic rigidities of 
typical two beams of 160 7+ and 238U58+. Between 
these two beams, the difference of magnetic rigidities 
becomes the maximum, so that the difference of tra­
jectories also becomes the maximum. To minimize the 
bore of the elements, the difference of trajectories must 

Table 1. Energies and magnetic rigidities of typical two 
beams of 16 0 7+ and 238U58+. 

Energy [Me V lu] B p [Tm] 
Inj. Ext. Inj. Ext. 

16 0 7+ 74.2 200 2.89 4.90 
238 U 58+ 58.0 150 4.57 7.52 
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be suppressed as small as possible. Length of each 
element was determined in consideration of the balance 
between the difference of trajectories in the element 
and the required field of the element. 

Figure 1 shows schematic layout of the injection ele­
ments, and the injection trajectories of the typical two 
beams. Table 2 shows specifications of the injection 

Fig. 1. Schematic layout of the injection elements, and 
the injection trajectories of the typical two beams. 

Table 2. Specifications of the injection elements. 

Radius Angle Length BorE 
[em] [deg.] [em] maximum 

EIC 1000---- variable 100 95 kV/em 
MIC1 III 46.5 90 0.18 T 
MIC2 110 52.5 101 0.27 T 
MIC3 87 73.9 112 1.5 T 
BMI 132 52.0 120 4.02 T 
BM2 130.5 52.0 118 3.92 T 
BM3 128 52.0 116 3.96 T 
BM4 492.5 7.0 60 -0.8, +0.7 T 



elements. The MIC3, BMl, BM2, BM3, and BM4 are 
superconducting. 

Figure 2 shows difference of trajectories in the ErC. 
The ErC should be movable in the radial direction by 
10 cm and its radius of curvature should be adjustable, 
because the gap between electrodes can be open 1 cm 
at most. Figure 3 shows difference of trajectories in the 
BM4. To minimize the difference of trajectories, the 
BM4 generates not only positive field but also negative 
one. 
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Fig. 4. Envelopes of the injected beam of 238U58+ , ad­
justed with gradient-field-coils. 

Figure 4 shows envelopes of the injected beam of 
238U58+. Emittance was assumed to be 10 mm mrad. 
The envelopes can be adjusted with two gradient-field­
coils built in the BM2 and BM3 additionaly. 

Figure 5 shows schematic layouts of the extraction 
elements, and the extraction trajectories of the typ­
ical two beams. Table 3 shows specifications of the 
extraction elements. The MDC3 and EBM are super­
cond ucting. 

Fig. 5. Schematic layout of the extraction elements, and 
the extraction trajectories of the typical two beams. 

Table 3. Specifications of the extraction elements. 

Radius Angle Length BorE 
[em] [deg.] [cm] maximum 

EDC 2000 ........ variable 199 100 kV/cm 

MDCl 185 32.0 103 0.2 T 
MDC2 190 32.0 106 0.3 T 
MDC3 230 30.0 120 1.12 T 
EBM 175 52.0 159 3.9T 

Layouts and specifications of the injection and ex­
traction elements in the SRC have almost been opti­
mized. Further optimization is in progress. 
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Design Study of Injection System for RIKEN 
Superconducting Ring Cyclotron 

H. Okuno, T. Tominaka, S. Fujishima, A. Goto, and Y. Yano 

Superconducting magnets for the injection system 
of Superconducting Ring Cyclotron (SRC),! ) are be­
ing designed. In this report, the characteristics and 
structure of those magnets are given. 

The injection beam transport system consists of 
four bending magnets (BM1, BM2, BM3, and BM4), 
three magnetic inflection channels (MIC1, MIC2, and 
MIC3) , and an electrostatic inflection channel (EIC), 
as shown in Fig. 1. Their specifications obtained from 
numerical analysis2) are shown in Table 1. All of BM's 
(BMl-4) and one of MIC's (MIC3) are required to be 
superconducting magnets in order to produce required 
strength of magnetic field. In the following section, we 
describe about design study of the BM1, which is an­
ticipated to be the most difficult to construct with the 
superconducting elements. 

There are three difficulties in designing the BM1. 
Firstly, we can not use iron yokes for magnetic shield­
ing because the total flux of the stray field in the cen-

Fig. 1. Schematic layout of the injection elements for the 
SRC, and trajectories for injected beams. 

Table 1. Parameters of the injection elements. 

Radius Angle B or E (max.) 
(cm) (deg.) (T) or (kV fcm) 

EIC 95 
MICI 111 46.5 0.18 
MIC2 110 52.5 0.27 
MIC3 87 73.9 1.5 
BMI 132 52.0 4.02 
BM2 130 52.0 3.92 
BM3 128 52.0 3.96 
BM4 492.5 7.0 -0.8, +0.7 
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tral region of the SRC is so large that the ion yoke of 
BM1 (if used) would be saturated. We should therefore 
adopt active-shield type of magnets for the all BM's al­
though the magnetic motive force is larger than that 
in the case of an iron-shield type of magnet. Secondly, 
the space available for the BM1 is very narrow: the 
BM1 has to be constructed in the space of about 20 
cm in radial direction. In the coil-end region, both 
coil supports and cryostat walls have to be accommo­
dated in the space of about 10 cm. Thirdly, the BM1 
needs to be consisted of coils with negative curvature. 
This means that it is difficult to wind cables, because 
cables can not be wound with tension. Taking these 
three difficulties into account, we took cares of the fol­
lowing two points in the design of the BM1. Firstly, 
the coil structures should be simple. Secondly, its field 
genration should be as effective as possible: namely, 
the size of the constituent coils in radial and azimuthal 
directions should be as small as possible. 

Here, we propose a new coil structure of the active­
shield type. Figure 2 shows the cross section and the 
3D-view of the coil structure. Eight current sheets 
located closer to the beam axis generate the magnetic 
field in the beam bore, and the rest four current sheets 
generate the field to cancel the fringe field from the 
eight current sheets. Such configurations of the current 
sheets can allow the structure of coils that does not 
require a "bent up" at the ends of the channel. 

Cross Section 

Generate 
Field 

II 

~ -I' -I· -lSl 
I : I 

Shield 
Fringe Field Coil4 

Coil1 

Fig. 2. Coil structure of the BM1. 
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The coil size and location were optimized by two­
dimensional analysis of the magnetic field. 3) Figure 3 
shows a coil geometry and the performance which sat­
isfies the specifications of the BM1. 

Figure 4 shows the cross section of the coil support. 
The coils are mainly supported in the horizontal and 
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Fig_ 3. Field distribution and coil geometry showing a 
quarter of the BM1. 

the vertical directions by a pair of wall-to-wall clamps 
and bolts, respectively. In the design of the coil sup­
port, it is important to keep the coils compressive dur­
ing the excitation phase, in order to avoid a coil move­
ment which causes quench of the coil. For this pur­
pose, a pre-stress is applied to the coil by Cotta, Bolt! 
and Bolt2 seen in Fig. 4. Its strength should be large 
enough to compensate the shrink of the coils relative 

Coil3(upper) & Coil4 (below) 

Coil5(upper) & Coil6 (below) 

Fig. 4. Cross section of the coil support structure. 

to the coil supports during the cool-down and exci­
tation phases. In cool-down, the coils and their sup­
ports shrink with different rates. The shrink rates a 
of the coils relative to the supports are shown in Ta­
ble 2. In excitation, the magnetic forces deform the 
coils and the supports. The ratios f3 of the shrink of 
the coils and the deformation, of the supports relative 
to the coil sizes are shown in Table 2. The pre-stress 
(J required during the assemble can be calculated by 
(J = E x (a + f3 - ,) where E represents the elastic 
modulas of the coil assumed to be 20 MPa. As shown 
in Table 2, the values of (J are less than their typi­
cal values of the yield strengths which are 70 MPa for 
the insulation of the coil. Further analysis and op­
timization of the support structure may decrease the 
maximum stress of the coil 3-6. 

In summary, design study of the superconducting 
magnets for the injection system of RIKEN SRC was 
performed. It showed that difficulties of these magnets 
could be overcome using a simple coil structure which 
is easy to wind and support. Their full-scale models 
will be made in the near future. 

Table 2. Summary of structural analysis on the cross sec­
tion of the support structure. See the text about the 
definition of the symbols in the table. 

Q (3 , 0"1 

[10-3 ] [10-3] [10-3 ] [MPa] 
Coil 1-2 

H -0.75 -0.34 0.84 -38.6 
V -1.50 -0.25 0.58 -16.6 

Coil 3-6 
H -0.25 -0.36 1.73 -46.8 
V -1.50 -0.00 1.84 -66.8 
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Optimization of the Superconducting Dipole Coils for Injection 
System of RIKEN Superconducting Ring Cyclotron 

T. Tominaka, H. Okuno, S. Fujishima, A. Goto, and Y. Yano 

The injection system for the RIKEN 6-sector super­
conducting ring cyclotron (SRC) consists of four bend­
ing magnets (BMl, BM2, BM3, BM4), three magnetic 
inflection channels (MICl, MIC2, MIC3), and an elec­
trostatic inflection channel (EIC). Four of the bend­
ing magnets and one of the three magnetic inflection 
channels are superconducting. An active-shield type 
magnet which is equipped with a pair of shield coils, as 
shown in Fig. 1, is adopted for these dipole magnets. 1,2) 
In this report, optimization of the cross-sectional shape 
of an active-shield type dipole magnet is described. 

XO.O 
I 

X20.0 X40.0 
1 1 

X100.0 X120.0 X140.0 X160.0 
_I _ _ J _ _ 1 

Fig. 1. Schematic view of the active-shield type dipole 
magnet. 

The superconducting dipole magnets are planned to 
be composed of rectangular current-carrying blocks to 
ease the coil fabrication. A procedure to optimize the 
cross sectional shape is studied here with following two 
steps:3) 
(1) Rough optimization of the size and location of the 
current-carrying blocks. 
(2) Precise optimization of the locations of rectangular 
current blocks. 

As the first step of optimization, a linear program­
ming (LP) method can be used to acquire the initial 
cross sectional shapes for further optimization in the 
second step. In general , LP is effective to find the 
global minimum or maximum of any linear function 
subject to a set of constraints defined by linear in­
equalities. On the other hand, as the second step, an 
optimization method to find the local minima of arbi­
trary function is adopted. Then, the global minima of 
this optimization problem is found by the combination 
of these two steps. 

A quarter of the cross-sectional geometry for opti-
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mization is shown in Fig. 2. The region permitted 
as the location for current-carrying blocks is divided 
into small rectangular elements. The upper darker el­
ements are reserved only for the main coil, while the 
lower elements are for both main and shield coils, con­
strained from the requirement of the final coil config­
uration. The current in each element is optimized by 
LP in such a way that the field homogeneity within 
the racetrack boundary (40 mm x 30 mm), shown by 
the gray line in Fig. 2, is better than 0.1%, and the 
fringe field at x > 0.25 m, shown by a bullet in Fig. 
2, is below 100 G. In this LP, the following objective 
function and various constraints are expressed by lin­
ear function and inequalities, 
• objective function: total ampere turn, 
• constraint (1) : minimum central field, 
• constraint (2) : maximum current density, 
• constraint (3) : lowest field homogeneity, 
• constraint (4) : maximum fringe field, 
• constraint (5) : maximum difference of currents 
between the lower main and shield blocks. 

150 
x (nun) 

200 250 

Fig. 2. Cross section of a magnetic inflection channel 
of the active shield type (MIC3), with the conductor 
(shaded) region for the linear programming. 

As a result of LP, the current of each element is 
obtained, as shown with the darker element for the 
higher current in Fig. 3. Then, the optimized current 
distribution is approximated by two main rectangular 
current blocks and one shield current block, as shown 
in Fig. 4. However, this conversion to the rectangular 
shape of current blocks induces a deviation from the 
optimized arrangement in step 1. 

As the second step which is a cross sectional position 
optimization step, the horizontal and vertical displace­
ments of each current block shown as (Xl, Yl), (X2' Y2), 
and (X3, Y3) in Fig. 4, corresponding to the coordinates 
in Figs. 5 and 6 are optimized. The procedure of the 
second step is as follows: 4,5) 

(1) Calculation of the interior and exterior multipoles 
determined from the cross sectional configuration of 
coil. 
(2) Calculation of the field homogeneity from the inte­
rior multipoles and of the fringe field from the exterior 
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Fig. 3. Optimized cross section for obtaining Bo = 1.5 T, 
showing the darker element for the higher current, with 
the ampere turn, Itotal = 5.28 X 105 A (at jrnax = 150 
A/mm2
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Fig. 4. Cross section of a magnetic inflection channel of 
active shield type (MIC3) explaining the second opti­
mization. 
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Fig. 5. Contour plot of (Xl, YI) plane, satisfying 
I(By - Byo)/(Byo + 4)1 < 0.1%, with X2, Y2, X3, Y3 = O. 

Fig. 6. Contour plot of (Xl, yd plane, satisfying 
IBy(x> 0.25 m)1 < 100 G, with X2, Y2, X3, Y3 = O. 

multipoles. 
(3) Search for the optimal locations of each cur­
rent block corresponding to the minimum value of 
I (By - Byo) / (Byo + 4) I to maximize the field homo­
geneity with the constraint for the fringe field. 

The relation between the field homogeneity and the 

multipoles of dipole coils, and that between the fringe 
field and the multipoles can be geometrically obtained 
for the specific homogeneous regions like the racetrack 
and for the requirement of the fringe field. 5) Then, 
these relations are used for the calculation of the field 
homogeneity and of the fringe field. 

The optimal locations of each current block corre­
sponding to the minimum value of the fraction to max­
imize the field homogeneity and the allowable fringe 
field can be sought as the over lapped region of the two 
contour plots, as shown in Figs. 5 and 6. In these 
figures, the darker region corresponds to the favorable 
homogeneity (smaller value of the fraction) or the max­
imum fringe field, while the lighter region corresponds 
to the less favorable homogeneity (larger value of the 
fraction) than the prescribed one. 

As a result, the optimal coil configuration produc­
ing the interior field distribution shown by Fig. 7, and 
the exterior field distribution shown by Fig. 8, can be 
obtained with the satisfaction of requirements by this 
optimization method. 
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Fig. 7. Homogeneous field region, satisfying I(By - Byo)/ 
(Byo + 4)1 < 0.1%. 
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Fig. 8. Distribution of the fringe field, By, on the x axis 
(x> 0.25 m). 
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Numerical Study of Single-Turn Extraction for RIKEN 
Superconducting Ring Cyclotron 

J.-W. Kim, T. Mitsumoto, A. Goto, H. Okuno, T. Kubo, 
N. Sakamoto, and Y. Yano 

The maximum beam power expected from the 
RIKEN superconducting ring cyclotron (SRC) is very 
high at the end of cyclotron acceleration. Hence, the 
beam extraction should be carried out with near 100% 
efficiency in order to minimize the heating and radi­
ation problems by stray beams. Separation of the fi­
nal turn needs to be sufficiently larger than the ra­
dial beam-width for a perfect single-turn extraction. 
However, the radial beam broadening due to resonance 
crossing, space charge, and the other imperfections in 
operation are not fully considered in the initial design 
calculations. 

A main design particle is 160 7+ accelerating from 
128 MeV lu to 400 MeV lu because of its largest num­
ber of turns. For such light nuclei accelerating to 
the highest design energy, the gain in orbital radius 
by the final acceleration is much smaller than the 
beam-width, so that other mechanism to enhance the 
turn separation needs to be employed. As empirically 
demonstrated on the RRC,1) an off-centered injection 
scheme could be effectively used. The precession in­
duced by an orbital off-centeredness can increase the 
separation of the final turn. Figure 1 shows the motion 
of the radial phase ellipse during the last few turns of 
the 160 7+ beam with emittance of 10 mm·mrad. The 
pattern of precession is clearly visible. This is a case 
with the precession amplitude of about 1 cm. A larger 
turn separation by additional 2-3 mm seems to be ob­
tainable by larger off-centeredness without notable dis­
tortion in the radial phase space, which may grant an 
extra operation margin in the presence of unexpected 
operational imperfections. The correct phase of pre­
cession at the time of extraction, on the other hand, 
can be controlled by the cavity voltage. 
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Fig. 1. Precession of radial phase ellipse for 16 0 7+ accel­
erating up to 400 MeV / u before extraction. P x is the 
radial momentum in cyclotron units (c.u.). That is, the 
value of momentum is divided by moc (where mo is the 
ion rest mass) and multiplied by a length unit a == c/wo. 
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The final turn is clearly separated at the entrance 
of the electrostatic deflector channel (EDC) as seen in 
Fig. 1. Interference was next checked against previous 
turns along the EDC, as shown in Fig. 2, because of 
its long length (2 m). The pattern of turn separation 
is well conserved along the EDC. The effect of EDC's 
electric field is not included in the calculation, however. 
Hence, the actual last-turn separation is much larger 
as the beam is deflected by the EDC whose gap is 
designed to be 10 mm. 
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Fig. 2. Beam orbits near the EDC for the final turns. The 
last turn is plotted by the solid line, and the previous 
turns by the dashed lines. 

For a single turn extraction the radial beam-width 
should be sharply defined. A flat-topping cavity which 
operates at the third harmonic of the main rf frequency 
will be used to flatten the top of sinusoidal rf waves. 
At present we consider to employ a flat-topping cav­
ity which does not cover the inner few turns to save 
some space for other cyclotron elements, as have been 
adopted for the PSI proton ring cyclotron in Switzer­
land. That case is shown in Fig. 3 together with the 
case of a full radial coverage by the flat-topping cavity. 
Off-centered injection is not included in these calcula­
tions. Asymmetry in the phase acceptance can be seen 
when the radial coverage is not full. Additional distor­
tion seems to occur under off-centering, but this result 
is not yet definite because of the uncertainty involved 
in describing rf electric fields at the inner radial end of 
the flat-topping cavity. 

There are several mechanisms which can broaden the 
radial beam-width during acceleration. One serious 
process of such comes from the space charge effect. It 
is however not easy to implement this effect into the 
orbit tracking code. Instead, if using a simple analytic 
expression in Ref. 2, the limiting current for 160 7+ is 
found to be around 25 /-LA for the phase width of 20°, 
450 turns, and rf voltage of 550 ke V on three single-gap 
cavities. 
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Fig. 3. The phase acceptance when employing a third 
harmonic flat-topping cavity. The plot is for the last 
turn prior to extraction. The solid line indicates the 
case of a full radial coverage by the flat-topping cavity, 
while the dashed line for the case of a partial radial 
coverage beyond r = 380 cm. 

A chief assumption on this limit in beam current is 
that the radial beam spread allowed is a half of the 
radial gain by acceleration. This limit , however, is 
not strictly applicable to the SRC since the final turn 
separation is mainly determined by precession. In ad­
dition, the space charge broadening could be partially 
compensated, for instance, by controlling t he relative 
rf phase between the main and fiat-topping cavities. In 
reality, an accurate evaluat ion of the limiting current is 
complicated as space charge and its correction schemes 
are involved. Since the beam-width increase may be in­
evitable in high current operation, its additional 1-2 
mm increase needs to be acceptable in design. 

Another serious condition is placed in reducing the 

radial beam spread for ions which cross the liT = 1.5 
(=3/2) resonance. A small magnitude of the third 
harmonic gradient appears to deteriorate the radial 
phase space. Figure 4 shows a case when the gradi­
ent is 1 gauss/cm. The crossing of the resonance band 
is clearly displayed. The first harmonic component 
also affects the radial phase space when crossing the 
liT = 1.5 resonance, but its tolerance level is higher. 
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Fig. 4. The radial phase space motion when the 16 0 7+ 
beam crosses the lIr = 1.5 resonance. The plot is made 
every five turn. P x is the radial divergence, which is 
different from P x defined in Fig. 1. 

Further simulation of beam extraction is now un­
der way, including the operational imperfections antic­
ipated in the SRC. 
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For the RIKEN RI-Beam factory (RIBF) a new su­
perconducting ring cyclotron (SRC)1) which consists 
of six superconducting sector magnets, three acceler­
ation radio frequency (rf) resonators, and one flat­
top resonator is planned to be constructed to provide 
heavy ion beams whose energy range is from 60 to 
400 MeV lu. The SRC requires acceleration radio fre­
quency resonators having a wide frequency range from 
18 to 38 MHz with a harmonic number (h) of 6 and 
having a high acceleration voltage of a few MV Iturn. 
For example, in the case of 160 7+ acceleration up to 
the maximum energy of 400 MeV lu at the rf frequency 
of 38 MHz (h = 6), an acceleration voltage of 2.4 
MV Iturn is needed to obtain a turn separation larger 
than 4 mm. Such a high voltage acceleration is also 
helpful to depress the longitudinal emittance growth 
of high intensity beams because the space charge ef­
fect can be depressed by a high voltage acceleration. 
Design study of the rf resonators for the SRC has 
been made by using a three dimensional RF calculation 
code, MAFIA. 

The present design of the acceleration rf resonator 
for SRC is a single-gap type whose structure is basi­
cally same as that of RCNP Ring Cyclotron2) (RCNP­
RC). The single-gap type resonator is suitable for the 
narrow valley section of the 6-sector ring cyclotron 
because its size is quite compact compared with the 
double-gap type resonator. The RCNP-RC type accel­
eration resonator2) has two main advantages. Firstly, 
the shunt impedance and Q-value are large. Sec­
ondly, the wall power loss is small because no electrical 
sliding-contact is used. These advantages are vital for 
high power resonators. 

A schematic view of the RCNP-RC type resonator 
is shown in Fig. 1. The resonance is tuned by flap­
ping the tuning panels. The resonances with the lowest 

600 

Fig. 1. Schematic view of the RCNP-RC type resonator. 
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and highest resonant frequencies are obtained when the 
panel angle is horizontal (0°) and vertical (90°) , respec­
tively. The lowest resonant frequency becomes lower 
by enlarging the width of the tuning panel. However, 
the resonant frequency of 18 MHz is hardly achieved 
because there remains small space in the valley section. 
Therefore, it is decided to adopt the double harmonic 
number 12 instead of 6 for the low energy operation 
so as to shift the frequency range from 18 to 23 MHz 
to the range from 36 to 46 MHz. N ow the required 
frequency becomes from 23 to 46 MHz. 

MAFIA calculation for the resonant frequency of the 
RCNP-RC resonator has been performed in order to 
know how large is the difference between the resonant 
frequency calculated and the one measured. The fre­
quency range of the RCNP-RC rf resonator is from 30 
to 52 MHz. It has turned out from the calculation 
that while the highest resonant frequency of 52 MHz 
is reproduced well, the calculated lowest frequency is 
smaller than the measured value by 8%. 

A schematic drawing of the acceleration resonator is 
shown in Fig. 2. The frequency range obtained from 
MAFIA calculation is from 21.6 to 47.6 MHz. The 
shunt-impedance (Rs) and the Q-value (Q) for the tun­
ing panel angles of 0° and 90° are shown in Table 1. 

The values of Rs and Q at 38 MHz obtained by an 
interpolation* are 1.4 Mf2 and 3 x 104 , respectively, so 
that the net power required by the acceleration res-

4200rrun 
r-____________________ ~I!,~--.-~ 

::! ~ 

Fig. 2. Schematic drawing of the acceleration resonator. 
When the tuning panel angle is 0° , the open end of the 
tuning panel becomes very close to the wall in the oppo­
site side, and a large electric field is produced between 
the tuning panel and the wall. The size of the gap has 
been set to be 60 mm which corresponds to 70% of the 
Kilpatrick factor with the Dee voltage of V p = 300 k V. 

It is known from the RCNP data that Rs and Q are roughly 
proportional to the resonant frequency. 



Table 1. Characteristics of the acceleration and flattop 
resonators for SRC. 

parameters accelerat ion flattop 

Rs [MO] 21.6{ 69) MHz 0.46 2.05 

47.6(138) MHz 1.90 0.59 

Q 21.6{ 69) MHz 25000 32000 

47.6(138) MHz 34000 27000 

onator is roughly estimated to be 230 kW /resonator 
at 38 MHz. 

Installation of a flattop system by the third har­
monic deceleration method is planned. In the case 
of the double harmonic operation (h = 12), the flat­
top acceleration is essential because the phase accep­
tance becomes 50% smaller than that of h = 6 op­
eration. The phase width 6.¢, which is defined by 
/V(6.¢) //V(¢ = 0) ~ 10- 4

, for the non-flattop accel· 
eration and flattop acceleration are ±0.81° and ±7.3° , 
respectively. 

A schematic drawing of the present design of flattop 
resonator is shown in Fig. 3. The resonant frequency is 
changed by sliding the shorting plates. The frequency 
range is set to be from 69 to 138 MHz and the decel­
eration voltage is 11 % of the acceleration voltage per 
turn. 

The calculated electric field distribution along the 
gap center for the acceleration and flattop resonators 
are shown in Figs. 4(a) and 4(b) , respectively. While 
the electric field of the acceleration resonator has a 
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Fig. 3. Schematic drawing of the flattop resonator. 
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Fig. 4. Electric field distribution along the gap center of 
the acceleration and flat top resonators. 

maximum at around the extraction region, the electric 
field of the flattop resonator has a maximum at around 
the middle of the De'e electrode. It is needed to see 
the effectiveness of the present design of the flattop 
system by calculating the acceleration orbits using the 
calculated electric field distribution. 

Characteristics of the rf resonators of the present 
design are summarized in Table 2, and a proposed lay­
out of the SRC is shown in Fig. 5. Three accelera­
tion resonators and one flattop resonator are to be in­
stalled. Further investigation on the feasibility of our 
rf system is now in progress. A test with a 1/5 scaled 
model is planned to investigate the accuracy of the res­
onant frequency obtained from the model calculation 
by MAFIA. 

Table 2. Calculated values of shunt-impedance and 
Q-value. 

parameters acceleration flattop 

number of unit 3 

frequency [MHz] 23~46 69~ 138 

length [em] 420 355 

height [em] 270 260 

width [em] 60(;0) , 120(0.') 35 

gap [mm] 250 100 

aperture [mmxmm] ±30 x 2480 ±30 x 2180 

tuner flapping panel shorting panel 

tuner stroke 0° ~90° 700 mm 

feeder inductive inductive 

Max. V p [MV /gap] 0.88 0.10 

Max. Power [kW /resonator] 230 7 

Fig. 5. Layout of the proposed SRC . 
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Beam transmissions are aimed to be above 99% for 
all ion beams available in the RIKEN Superconducting 
Ring Cyclotron (SRC).l) In a heavy-ion accelerator, 
beam losses are mainly caused by a change of charge 
state due to collisions of the beam against residual gas. 
Electron stripping is especially serious in such a higher­
charge state heavy-ion accelerator like the SRC. There­
fore, beam-chamber pressure is required to be as low 
as possible in order to reduce beam losses. In this re­
port the beam-chamber pressure required for the SRC 
will be described. 

A beam transmission (TJ) is given by 

TJ = exp ( - No (JT f3 c t P) , (1) 

where No is the residual gas molecules per unit volume 
at 1 Pa and is 2.5 x 1014 molecules/cm3 /Pa at 293 K, 
(JT the charge-exchange cross section, f3 the ratio of ion 
velocity to light velocity (c), t the accelerating time, 
and P the beam-chamber pressure. For a given cross 
section and accelerating time, the beam transmission 
can be obtained as a function of the beam-chamber 
pressure from Eq. (1). 

Firstly, accelerating time of ion in a ring accelerator 
can be estimated by the following equation: 

t = {(~E· A)/(~V· q)}. (hlf) , (2) 

w here ~E is the beam energy difference between the 
injection and extraction, A the mass number, ~ V 
the average of effective accelerating voltages per turn 
at the injection and extraction, q the charge num­
ber, h the harmonic number, and f the rf frequency. 
The accelerating time of 238U58+ should be evalu­
ated, since the charge-exchange cross section of higher­
charge state heavy ions such as 238U58+ is very large. 
Table 1 shows the typical parameters of rf cavities for 
238U58+. The accelerating time estimated from Eq. (2) 
using these parameters is 1.343 x 10-4 sec. 

Secondly, it is necessary to estimate the electron­
stripping cross section of fast heavy ions in collision 

Table 1. Typical parameters of rf cavities for 238U58+. 
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frequency (MHz) 
harmonic number 
T inj . (MeV/nucleon) 
T ext . (MeV/nucleon) 
Vinj. (MV /turn) 
Vext . (MV /turn) 

27.2 
6 

58.0 
150 

0.38 
0.86 

with residual gas molecules. In the case of the heavy 
ions accelerated to a very high energy range, there are 
few published data of the charge-exchange cross sec­
tion. In the National Superconducting Cyclotron Lab­
oratory (NSCL), the cross sections calculated from the 
Betz-Schmelzer approximation2

) have been compared 
with published data.3) According to the comparison of 
the electron-stripping cross section, the approximation 
with a correction factor of 5 has been adopted in the 
high energy range of the K1200 cyclotron at the NSCL. 
When applying the above result to the SRC, we obtain 
the electron-stripping cross section of 4 x 10-18 cm2 

for 238U58+ at the injection energy 58.0 MeV Inucleon 
(see Table 1). 

Finally, the beam transmission was calculated from 
Eq. (1) substituting 1.343 x 10-4 sec and 4 x 10-18 

cm2 for t and (JT as a function of the beam-chamber 
pressure. Figure 1 shows the calculation results. As we 
can see from this figure, the beam-chamber pressure is 
necessary to be below 5 x 10-6 Pa in order to achieve 
the goal of 99% beam transmission. 
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Fig. 1. Beam transmission of 238U58+ at the injec­
tion energy of 58.0 MeV/nucleon as a function of the 
beam-chamber pressure. 
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Design of Debuncher System in the Injection Line to 
Accumulator Cooler Ring of MUSES 

K. Ohtomo and T. Katayama 

The momentum spread (!::J..p I p) of RI beams from the 
fragment separator (Big-RIPS) is relatively large. The 
required RF voltage to capture them into the RF buck-
ets at Accumulator Cooler Ring (ACR) is proportional 
the square of !::J..p I p. The value reaches 600 k V provided 
that !::J..plp equals ±0.5% and that the stacking effi-
ciency is assured to be 80%.1) This voltage seems too 
high to realize with a ferrite-loaded RF cavity. There-
fore, we are planning to install debuncher cavities in 
the injection line just prior to the injection kicker. 

Simulations were performed in 6-dimensional phase 
spaces. The relations among distance, debuncher RF 
voltage required, phase, and momentum spread of 
beam are given by 

8¢ = 27r~ !::J..v 
(3)... v ' 

(1) 

!::J..¢ 
OW=5¢!::J..W, (2) 

e Q V sin(h8¢) = !::J..W (1 - !::J..¢(3).. ) ... h8¢ < ~ 
A 27rL!::J..vlv 2 ' 

(3) 

eQV= !::J..W (7r / 2 _ !::J..¢(3)... ) ... h8¢>~. (4) 
A h8¢ 27rL!::J..vlv 2 

Here, W is equal to the sum of kinetic energy T and 
rest-mass energy. !::J..¢ and !::J.. Ware the initial phase 
and energy spreads, o¢ is a maximum phase difference 
at debuncher, 8W is an energy spread at debuncher, 
L is a distance between Big-RIPS and debuncher, (3).. 
is an interval length between bunched beams, !::J..vlv is 
a velocity spread of beam, Q and A are charge and 
mass numbers, V is a voltage of debuncher, and h is 
a harmonic number of RF debuncher with respect to 
the RF of SRC. 

In the above equations, 8W is the minimum of en­
ergy spread after debunching. The phase spread at 
debuncher is h8¢, and the most effective debunching 
is expected when h8¢ = 90 degrees. In case h8¢ is 
larger than 90 degrees, over ranged particles can not 
receive sufficient acceleration or deceleration forces. 

The voltages required for 4 typical nuclei are listed 
in Table 1. Here we assumed that the initial !::J..¢ and 
!::J..plp are ±5 degrees and ±0.5%, respectively. The 
bunch interval (3).. is 5.61 m. 8plp are momentum 
spreads after debunchers. The reason why the har­
monic number is different for the uranium (U) from 
others is due to the difficulty to produce a long-range 
frequency-variable debuncher cavity. 

Table 1. Beam parameters and debuncher RF voltage. 

Nuclei: C Cu Sn U 
Q/A 6/12 29/63 50/132 92/238 
T[MeV/u] 400 300 200 100 
~p/p[%] ±0.5 ±0.5 ±0.5 ±0.5 
~v/v[%] 0.2447 0.2860 0.3388 0.4077 
~W[MeV/u] 3.40 2.64 1.82 0.95 
Jreq[MHz] 38.17 34.94 30.32 22.94 
h 6 6 6 7 
hJreq[MHz] 229.02 209.63 181.93 160.59 
~q)[deg] ±5 ±5 ±5 ±5 
h~q)[deg] 30 30 30 35 
h8q)L=8om[deg] 75.3 88.0 104.2 146.3 
h8q)L=10om[deg] 94.1 110.0 130.3 182.9 
8WL=80m[MeV/u] 1.35 0.90 0.52 0.23 
8WL=100m[MeV/u] 1.08 0.72 0.42 0.18 
(8p/p) L=80m[%] 0.20 0.17 0.14 0.12 
(8p/p) L=100m[%] 0.16 0.14 0.12 0.09 
VL=80m[MV] 4.23 3.78 2.77 0.92 
VL=100m [MV] 4.34 3.13 2.21 0.74 

Numerical simulations have been performed by 
a 6-dimensional phase spaces beam tracking code, 
TRACEP.2) The result is shown in Fig. 1. 

Though the carbon particles are almost debunched, 
the some of uranium particle spill out of the acceptable 
energy width of ACR cavity. The loss ratios are about 
8 and 13% when the debuncher is located at L = 80 
and 100 m, respectively. This loss is inevitable when 
a same debuncher cavity is used for the particles with 
different energy spread. It is concluded that the dis­
tance L should be about 80 m and that the maximum 
RF voltage required for debunching is 4.2 MV. 

The debuncher cavity has to have a wide tunable­
frequency range. When the beam energy is between 
80 to 120 MeV lu, the RF frequency of debuncher is 7-
times higher than that of SRC. For much lower beam 
energy, the RF frequency of debuncher should be 8-
times higher than that of SRC. The total frequency 
width ranges from 144 to 230 MHz. 

As mentioned previously, the higher voltage is re­
quired for the higher frequency. It suggests that the 
resonant frequency should be changed by capacitance 
because shunt impedance is proportional to the capac­
itance to the minus one half power, and the larger the 
shunt impedance the smaller the dissipation power. 

A type of debuncher cavities is are-entrant ).../2 push 
pull. The structure is cylindrical with a sliding nose for 
frequency tunability. Diameters of the inner duct and 
of the beam bore are assumed to be 180 and 60 mm, 
respectively. The nose surface to form gap is cut spher-
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Fig. 1. Beam filamentation in ¢-W plane. Left column dis­
plays carbon, while the right one displays uranium. De­
buncher voltages are 4.2 and 0.9 MV, respectively. Top 
figures show particle distributions at Big-RIPS, mid­
dle figures show distributions after a debuncher located 
80 m away from Big-RIPS, bottom figures show dis­
tributions after a debuncher located 100 m away from 
Big-RIPS. 

ically so as to reduce electric field and chance of spark­
ing. Low dissipation power and compactness of cavity 
are of great importance to the design. Calculations for 
optimizing the cavity diameter and length along the 
beam path were done by SUPERFISH at the maximum 
resonant frequency. The electric field is normalized in 
such a way that the gap voltage including transit time 
factor (TTF) is 1 MV. 

The optimal length of cavity is turned to be 500 mm 
and the diameter of cavity is 800 mm. A quarter cross 
section of the optimized cavity computed by SUPER­
FISH is shown in Fig. 2. Parameters of the debuncher 
cavity for typical nuclei are listed in Table 2. Here, 
the number of cavity is assumed to be 5 so that the 
power dissipation should not exceed 80 k W per cavity. 
The reason of the power limit is due to the assump­
tion to use a tetrode: RS2058 made by SIEMENS. This 
tetrode shows a good performance with the frequency 
range up to 230 MHz though the anode dissipation 
power is limited by 100 kW for pulse operation. The 
gap distance is 54 mm at the minimum resonant fre­
quency of 144 MHz. 

Each debuncher cavity has a series of RF amplifier 
system, which consists of tetrode power amplifier, solid 
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Fig. 2. Cross section of cavity and distribution of RF 
field by SUPERFISH numerical code. The left cavity is 
resonant at the maximum frequency (230 MHz) corre­
sponding to 400 MeV /u of carbon, while the right one 
is resonant at 160 MHz, corresponding to 100 MeV /u of 
uranium. Both have coaxial symmetry line at each bot­
tom boundary and have mirror symmetry line at each 
left boundary . 

Table 2. Debuncher cavity parameters (for one cavity). 

Nuclei C Cu Sn U 
T [MeV/u] 400 300 200 100 
dgap [mm] 230 180 116 76 
freq [MHz] 229.02 209.63 181.93 160.59 
Veff [MV] 1.0 0.8 0.6 0.2 
TTF 0.869 0.913 0.954 0.961 
Q-value 41400 37900 33900 31300 
Power [kW] 79.3 54.1 35.5 4.7 
Rshunt [MO] 17.0 14.5 11.4 9.3 
Kilpatrick value 0.631 0.588 0.597 0.272 

state pre-amplifier, and low level circuits. RF power 
is delivered with 1% duty cycle. The tetrode ampli­
fier requires the anode, screen grid, control grid, and 
filament DC power supplies. The low level circuit in­
cludes modules of phase shifter, amplitude feedback 
loop, and fine tuning loop. Expected power consump­
tion is 32 kVA for one debuncher and the total becomes 
up to 160 kVA. 

In conclusion, the designed debuncher cavity has a 
wide tunable range of 144-230 MHz by moving the gap 
nose. The maximum voltage reaches to 1.15 MV per 
cavity when the resonant frequency is 230 MHz. The 
required total RF voltage for debunching is 4.3 MV. 
The five series of debuncher cavity system is required 
in order to reduce the momentum spread from ±0.5 to 
±0.15% which is the acceptable level of capturing by 
RF bucket of ACR cavity. 
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Study of Stochastic Cooling at Accumulator 
Cooler Ring of MUSES 

N. Inabe, K. Yoshida, M. Wakasugi, and T. Katayama 

One of purposes for the accumulator cooler ring1) 
(ACR) at the MUSES project2) is cooling of ion beams 
including the radio-isotope (RI) beam produced by 
projectile-fragmentation in the Big-RIPS. Due to its 
production mechanism the RI beam has a large emit­
tance (cx: horizontal, Cy: vertical) and momentum 
spread(~p/p). Moreover, due to the multi-turn in­
jection, Cx of the beam injected into the ACR is very 
large. In the ACR the initial values of cx, Cy and ~p/p 
are 125 7r mm·mrad, 10 7r mm·mrad, and ±0.15%, re­
spectively. Requirement of cooling in the ACR is to 
have a very fast cooling time for the RI beam because 
the RI has an intrinsic life time. 

Stochastic cooling3) is one of useful methods for cool­
ing of ion beams. In particular, a fast cooling time is 
possible by the stochastic cooling in a region of large 
cx, Cy and ~p/p. On the other hand, in a region of 
small cx, Cy and ~p/p, the cooling time of the stochas­
tic cooling is longer than that of electron cooling. Con­
sequently the stochastic cooling will be used as pre­
cooling that reduces the cx, Cy and ~p/p to about 
10% of their initial values. After pre-cooling the elec­
tron cooling will be used to make the final values of cx, 

Cy and ~p/p small. 
We have calculated the transverse and longitudinal 

cooling times of the stochastic cooling in several con­
ditions. From these results availability of stochastic 
cooling was also investigated. 

The transversal cooling time of the stochastic cool­
ing is given by,4) 

1 W{ . 12} - = -- -gl sm~1L + -glF 
T N 2 

where 
W : band-width of a feed back system 
N : total number of particles 
~IL : phase advance between pickup and kicker 

(1) 

gl : = gJ/3p/3k, where g is gain of a feed back sys­
tem and /3p and /3k are /3 values of pick-up and kicker , 
respectively. 

F : = M + U, M is the mixing factor and U is the 
noise factor given: (noise of system) divided by (beam 
noise per Schottoky band). 
Using Eq. (1) , we calculated an optimum power of an 
amplifier to obtain the minimum cooling time. The 
obtained power is very large (more than 1 MW for 
N = 106 ). Because this power is too large to realize, 
we have limited the power of the amplifier to be 10 
kW. 

We calculated the cooling times for 11 Be4+ (400 
MeV lu), 39Ca20+ (300 MeV lu), 132Sn50+ (200 

MeV lu), and 2ooPb8o+ (100 MeV lu) with ~p/p 
±0.15% and Cx = 100 7r mm·mrad. In the calculation 
we assumed that temperature of a pickup (Tn) is 20 
K, band width of an amplifier (W) is 2 GHz and cou­
pling impedance of pickup (Zp) is 100 n. The other 
parameters of the ACR are shown in Ref. 1. 

In Fig. 1 the results are shown. The obtained cooling 
time is less than 0.1 s for the particle number 103 '" 107 

of RI beam. In particular for the beam with a high 
charge state the cooling time is very fast. 
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Fig. 1. Transversal cooling time. 

We also studied longitudinal cooling time by a notch 
filter method5) which cooling is done in a region of 
dispersion free. Similar to the transversal cooling, the 
cooling time of the longitudinal cooling is limited by 
output power of the amplifier. 

We calculated particle number dependence of the 
cooling time. Kinds of particles and conditions are the 
same as those used in the transversal cooling. In Fig. 
2 results are shown. For number of particles ~ 107 the 
obtained cooling times are less than 0.1 s. In partic­
ular the cooling time of the particle with high charge 
state is very fast. These tendencies are similar to the 
transversal cooling. 

We have also calculated the cooling times for several 
values of the temperatures of a pickup system (Tn) 
and of the coupling impedances (Zp). Figures 3 and 
4 show Tn and Zp dependences, respectively. In both 
calculations we assumed the number of particles 105. 
For calculation of Tn dependence we assumed Zp = 
100 n and for that of Zp dependence, Tn = 20 K. As 
shown in Fig. 3 the Tn dependence is weak. Cooling 
times of highly charged beams are shorter than 0.01 s 
even in 100 K. In the case of highly charged beams, 
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Fig. 2. Longitudinal cooling time. 
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Fig. 3. Tn dependence of cooling time, where, number of 
particles is 105

. 

signal-to-noise ratio is good because voltage induced 
at the pickup is much larger than that by noise. As 
shown in Fig. 4, Zp dependence is strong, especially 
for the region below 50 n. To obtain T < 0.1 s, Zp is 
required to be Zp > 50 n. 
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From calculations we found fast cooling times in al­
most whole region. This indicates that the stochastic 
cooling is advantage for the RI beam in ACR. 

One of the important things to design a system of the 
stochastic cooling in ACR is to make a pickup system 
with a large coupling impedance. The large coupling 
impedance is also important to reduce a needed gain of 
the amplifier because the pickup voltage itself is large. 
On the other hand it is not necessary for the pickup 
system to have very low temperature. This makes con­
struction of the system easy. 

Based on the calculation we are designing a pickup 
system with high coupling impedance. 

References 
1) K. Ohtomo et al.: Proc. 17th PAC, Vancouver, May 

1997; to be published. 
2) T. Katayama et al.: Proc. STORl 96, September 1996, 

Bernkastel, Germany; to be published Nuclear Physics 
A. 

3) S. van der Meer: CERN report , CERN/lSR-PO/72-31 
(1978). 

4) D. A. Goldberg et al.: LBL report , LBL-25924 (1989). 
5) T. Katayama et al.: Particle Accelerators 21 , 99 (1987). 



RIKEN Accel. Prog. Rep. 31 (1998) 

Design of Booster Synchrotron for MUSES 

T. Ohkawa and T. Katayama 

The Booster Synchrotron Ring (BSR) is a part 
of Multi-USe Experimental Storage rings (MUSES). 
The BSR functions exclusively for the acceleration of 
ion and electron beams. The maximum accelerating 
energies are, for example: 3 Ge V for proton; 1.45 
GeV /nucleon for light ions of q/A = 1/2; and 800 
MeV /nucleon for heavy ions of q/A = 1/3. Electron 
beam is accelerated to 2.5 Ge V from the injection en­
ergy 300 MeV. I

) In this paper, results of lattice study 
of the BSR are presented. 

As shown in Fig. 1, the BSR consists of two arc sec­
tions and two long straight sections. Each arc section 
is mirror symmetrical system against another, and con­
tains two bending cells. Each bending cell is a disper­
sion suppressor arc, and consists of four FODO cells 
because this number of cells is specified to raise the 
transition 'Y ('Yt) sufficiently large. The dispersion in 
the straight sections, other than the arc section, is zero. 
The length of a dipole magnet of 1.911 m is deter­
mined by the circumference specification. The maxi­
mum magnetic field of a dipole (1.5 T) is determined 
by the required maximum rigidity of 14.6 Tm. The lat­
tice is specified by eight families of quadrupoles: QF1 
and QD1; QF4 and QD4 in the arcs, QF2 and QD2, 
QF3 and QD3 in the long straight sections. The struc­
ture of one FODO cell and short straight section in the 
arc are given as follows. 

cel = QF1~B~QD1~B~ 

str2 = QF4 ~ QD4 ~ QD4 ~ QF4 

Then, the lattice of each arc section (60.365 m) is 

arc = (cel, cel.cel, cel, str2, -cel, -cel, -cel, -cel) 

Ion injection 
electron extraction 

straight section A 

straight section 8 

Fig. 1. A layout of BSR. 

QD4 
QF4 

QDl 

In this structure, d1 (d2) is 0.925 m (0.475 m) drift 
space which are reserved for sextupole magnets for 
the chromaticity correction and kicker magnets for the 
closed orbit correction. 

The two long straight sections are mirror symme­
try structure each other. The lattice of each section 
(23.876 m) is 

str1 = ~ QF2 ~ QD2 ~ QD3 d3 QF3 

d3 QD3 ~ QD2 ~ QF2 ~, 

where ds is a free space with a length of 4.276 m re­
served for RF cavities, injection kickers or other de­
vices. 

Consequently, the whole lattice of BSR is described 
as follows: 

BSR = (arc, str1, arc, str1) 

The parameters of the lattice are summarized in Ta­
ble 1. The f3 and dispersion functions are shown in 
Fig. 2. The 'Yt is 4.643 and the peak dispersion is 
3.730 m. The peak f3 function are 14.010 m in hor­
izontal direction and 16404 m in vertical direction.2) 

The calculation is performed using the MAD program. 

Table 1. Lattice parameter of BSR. 

Circumference 

Average radius 

Max.. magnetic rigidity 

Momentum compaction 

Transition gamma 

Betatron tune values 

Natural chromaticity 

Max.. f3 amplitude 

Max.. dispersion 

c = 179.7159 m 

R = 28.603 m 

Bp = 14.6 Tm 

Q = 0.0458 

'Yt = 4.675 

Qx/Qy = 6.691/6.212 

Q'x/Q'y = -8.670/ - 8.320 

f3x/ f3y = 14.010 m/16.404 m 

Dx/Dy = 3.680 m/O.O m 

20 40 60 80 
ORBIT LENGTH(M) 

Fig. 2. f3 and dispersion functions along the lattice. 
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The dynamic aperture might be seriously reduced 
when chromaticity is corrected. This is because the 
average value of dispersion is lowered in a ring, corre­
sponding to a high value of i't. In this lattice, the nat­
ural chromaticity values are -8.670 (horizontal) and 
-8.320 (vertical), and are corrected by two families 
of sextupoles SF and SD, (focusing and defocusing) , 
associated with their respective qurdrupoles as indi­
cated in Fig. 1. The phase advance between two sex­
tupoles belonging to one family is 1r. The normalized 
field strengths of sextupoles required to correct chro­
maticity are relatively large: 9.236 m-3 for the SF 
and -15.889 m- 3 for the SD . The tracking results us­
ing the beam with 1fcx = 1251f mm·mrad, 1fCy = 51f 
mm·mrad, dp/p = 0 and fully corrected chromaticity, 
are shown in Fig. 3. The largest initial betatron am­
plitude for which particles are still on a stable orbit is 
defined as a dynamic aperture. The above tracking re­
sults show that the dynamic aperture of BSR is larger 
than 1fCx = 1251f mm·mrad and 1fCy = 51f mm·mrad. 

We estimate the relation between position of par­
ticle at the central momentum and tune values when 
chromaticity is corrected. The results are shown in Ta­
ble 2. It is found that the tune values of the particles 
with large initial betatron amplitude are changed. 

PHASE SPACE PHASE SPACE REAL SPACE 

~~~~[:~}~G 
... __ I... __ -II I II. ... __ I ... 

..-J ~ sr.-l 

TRACKING 

"'~--~-~--~-~--~-~---_~---I~­.",. 

Jl~ I ____ S. 

.",. 

Fig. 3. Results of single-particle tracking (dp/p = 0). 

Table 2. Relation between position of particle and tune 
values (at dp/p = 0). 

No. ex ey x y Qx Qy 

1 125 5 17.5 4.36 6.694 6.184 
2 250 10 24.8 6.16 6.697 6.167 
3 500 20 35.0 8.71 6.703 6.134 
4 750 30 42.9 10.7 6.710 6.097 
5 1000 40 49.5 12.3 6.718 6.052 
6 1250 50 55.4 13.8 6.728 6.000 
7 1500 60 60.7 15.1 6.738 5.948 
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Next, we have calculated the tracking for the seven 
particles as shown in the Table 2 with fully corrected 
chromaticity. In this case, all magnet elements are 
misaligned (misalignment is ±100 /-lm and rotational 
misalignment is ±0.1 mrad) , and field error (sex­
tupole component of dipole magnet is -0.1 m-3 ) is 
introduced randomly. The above magnitudes of mis­
alignment and field error are typical. Tracking re­
sults are shown in Fig. 4. It is found that the dy­
namic aperture of BSR is as large as 1fcx = 10001f 
mm·mrad and 1fCy = 401f mm·mrad within the limit of 
dp/p = ±10-3 . For example, results of seven-particle 
tracking with dp/p = 0 are shown in Fig. 5. 

We have found that the dynamic aperture of BSR is 
approximately eight times larger than the demanded 
acceptance of 1fcx = 1251f mm·mrad and 1fCy = 51f 
mm·mrad. 
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Fig. 4. dynamic aperture of BSR . 
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Fig. 5. Results of seven-particle tracking (dp/p = 0). 
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Design of Slow Extraction System at Booster 
Synchrotron for MUSES · 

T. Ohkawa and T. Katayama 

In booster synchrotron ring (BSR) the accelerated 
ion and electron beams will be fast extracted and 
subsequently injected into the Double Storage Rings 
(DSR) by one turn injection mode. As another oper­
ation mode, ion beams will be slowly extracted from 
BSR for the experiments. In this paper, injection and 
extraction (especially slow extraction) procedures of 
the BSR are presented. 

Arrangements of the injection and extraction mag­
nets are shown in Figs. 1 and 2. The BSR lattice is 
designed to be able to operate with two different ex­
traction modes for ion beams: fast and slow extrac­
tions. 

-Ion beam 

-- electron beam 

QFI QF2 
SMI 

ES SM2 QF3 

As seen in Fig. 1, an electrostatic septum (ES), four 
septum magnets (SM1, SM2, SM3, SM4) and three 
bump magnets (BM1) are used for the electron beam 
multi-turn injection. These magnets, except bump 
magnets, are used for the ion-beam slow extraction 
which is carried out by using a third order resonance 
(vres = 20/3). 

As seen in Fig. 2, three septum magnets (SM2, SM3, 
SM5), four bump magnets (BM2, BM3) and ten kicker 
magnets (K1) are used for the ion-beam one turn injec­
tion. These magnets are also used for electron-beam 
fast extraction. The ion beam from the ACR is injected 
into BSR through the septum magnet SM5, SM3 and 

Ion slow extraction 

~"""OO .- OF' 

Fig. 1. An arrangement of straight section A. 

-Ion beam 
electron beam 

BM3 

/s! 
Ion injection 
electron extraction 

SM3 

QF2 Q0211Z BM2 

SMS . ~ 
Ion fast extraction 

Fig. 2. An arrangement of straight section B. 

SM2 located at the straight section of BSR. The ion­
beam is eventually kicked and placed in the reference 
orbit by the kicker magnets. These kicker magnets 
are used for the ion-beam fast extraction. Therefore, 
kicker magnets must be risen and fallen less than 50 
ns. 1} 

On slow extraction process, at first, the sextupole 
magnets (SE) as a resonance exciter are excited. Sec­
ondly, the horizontal tune is moved from the operat­
ing value 6.691 to a value near the third order res­
onance (20/3) by changing the excitation currents of 
quadrupole magnets. Beams which have deviated in­
side by the distance more than 25 mm from the central 

orbit at the entrance of the ES are deflected inward as 
large as 3 mrad by the static high voltage of ES. 

The betatron oscillation can be expressed by the fol­
lowing relation: 

(X) ( 1- ac: 
Y = -VI + a 2c 

~c) (Xo) 
I + ac: Yo' 

where 
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(3 , 
y = VI + 02

x . 

Let Wj be the deflection due to the i-th sextupole mag­
net (Sej). Then, 

B~' 
Wj = gjx?, gj = 2Bp' 

where Xj is the displacement of the orbit from the equi­
librium orbit at SEj and gj is the strength of the SEj. 
Here we assume that the transfer matrix r j from elec­
tric septum to sextupole magnet is 

In the third resonance, particles pass each sextupole 
magnets three times per period. Therefore, taking a 
summation of the contributions from each magnet over 
one period, we have a Hamiltonian: 

where E means the summation over one revolution. 
Defining the angle of rotation of the coordinates W as 
given by tan 3w = -EgjBj/EgjAj, the coordinates are 
transformed as 

(X') = ( cos W 
Y' -sin W 

sin W) (X) . 
cosw Y 

Then, we can rewrite the above Hamiltonian as 

H = _~(X'2 + y'2) + (3gV A2 + B2 (X,3 _ 3X'Y,2), 
2 3va+ 0 2 

from which we can obtain the following three unstable 
fixed points: 

Transforming back to the (x,x') plane, we obtain the 
following unstable fixed point:2) 

( ~ ) G cos(w - X), - (3 G cos(w + X) 

( G cos ( W - X + ~7r ) , 

~ ( 2)) - {3 G cos W + X + 3" 7r 

232 

( G cos ( W - X - ~7r) , 

~ G cos ( W + X - ~7r ) ) 
where 

tan X = VI + 0 2 + 0, 

and 

c:(1 + 0 2 ) ~ G= 4 
{3gV A2 + B2 

The area of the triangular separatrix in the (x,x') plane 
is given by 

S = 3)31' 2 I~G2 4 SIn X (3 . 

Here, S is assumed to be 1011" mm·mrad. The mo­
mentum spread is dp/p = ±0.1%. Hence, a beam 
is extracted from that with dp/p = 0.1% to that 
with dp/p = -0.1% by turns. When a beam with 
dp/p = 0 has horizontal tune value Qo, a beam with 
dp/p = 0.1% has Qo + ~dp/p. If the value of c: is same, 
the extracted direction of the beam is same. Result 
of the simulation c: is shown in Fig. 3. As shown in 
Fig. 3, at the entrance of ES the outgoing trajecto­
ries are overlapped each other.3 ) Thus, we have found 
that the ion-beam slow extraction can successfully be 
carried out by using the third order resonance. 
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Fig. 3. The separatrices and outgoing trajectories of 
beams with dp/p = -0.1, 0, 0.1%, respectively, at ES. 
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Simulation Study of Ion Beam Bunching with Electron Cooler 
at Double Storage Ring of MUSES 

M. Takanaka and T. Katayama 

Collision experiments with ion-ion beams and ion­
electron beams are planned in the double storage rings 
(DSR) of RI-beam factory project. Bunched ion beams 
will be formed to obtain a high luminosity by control­
ling the momentum spread with an RF system, while 
the beams are cooled by an electron cooler. The longi­
tudinal and transverse space-charge forces are dom­
inant over the inductive or resistive force induced 
through the coupling impedances between beams and 
vacuum chamber in the region of DSR energy below 
1.5 GeV /u. Both space-charge forces become large 
with the bunch shortening. 

The bunch shortening is known to be disturbed by 
the longitudinal space-charge force below the transi­
tion energy. Beams are trapped into more resonances, 
when incoherent or coherent betatron-tune shift is 
made larger by the monopole or dipole component of 
the transverse space-charge force, respectively. These 
phenomena are not good for obtaining the high lumi­
nosity. Simulations of the beam bunching can predict 
whether there is any obstacle to obtaining a high lu­
minosity. 

In the simulation where coupled-bunch phenomena 
are not dealt, the following forces have been taken into 
account as forces acting on ions: 

• the RF force, 
• the longitudinal and the transverse electron cool­

ing forces, 1) 

• the linear and the nonlinear forces coming from 
the ring lattice, 

• the longitudinal space-charge force, 
• the monopole and dipole components of the trans­

verse space-charge force. 
The longitudinal space-charge force has been esti­

mated by using a following equation for the space­
charge impedance of a round beam having a Gaussian 
radial charge distribution: 

[ ZlIj =' 9 (T) Z 
Z 2{3 2 0 , 

n sp "( 

9 (T) ~ - 2 _e - dx + 2 log - , 100 -x (b) 
x=~ X T 

9 (0) "" 0.577 + 2 log (~o-) , 
where CT is the standard deviation of the distribution, 
T the radial position from the center of the beam, Zo 
the free space impedance, and b the inner radius of 
the vacuum chamber assumed to be cylindrical and 
perfectly conducting. As actual beams are not round, 
the following expression has been used for the CT: 

h v J0-2 + 0-2 
CT = 2' 

where CTh and CT v stand for the horizontal and the ver­
tical rms beam sizes, respectively. The dipole com­
ponent of the transverse space-charge force has been 
estimated by using the following equation for a ring 
type of space-charge impedance: 

. ZoR (1 1) 
Z..L = Z (32"(2 9CThCTv - b2 ' 

where R is the mean radius of the DSR. 
If a beam is electron-cooled under a constant RF 

voltage, the momentum spread of the beam decreases 
until the longitudinal microwave instability occurs. 
Therefore, for the sake to avoid such an instability the 
momentum-spread control is necessary in a way that 
increase of RF voltage can cancel the decrement of the 
momentum spread due to the electron cooling. 

As an example, simulated results are shown below 
for an u~~t -ion beam of 150 MeV /u. The parame­
ters of the coasting beam to be bunched, of the ring, 
and of the electron cooler as input data for the simula­
tion have been listed in a previous report. 2) The initial 
charge distribution of the coasting beam was assumed 
to be flat along the RF phase axis, while it was as­
sumed to be Gaussian along the momentum axis. The 
transverse phase-space distribution was assumed to be 
Gaussian, too. The average beam current used in the 
simulation was 3.4 mAo The peak current reaches 59 
rnA, when the beam with 6-rms momentum spread of 
10-3 and rms transverse emittance of 10-67r m·rad is 
bunched to the 6-rms length of 0.4 m. The peak cur­
rent is the threshold one estimated with Keil-Schnell 
criterion for the longitudinal microwave instability. 3) 

A sextupole element located at the cooling section 
has been introduced in the simulation as a source 
of nonlinear force. The field strength expressed by 
B"l{3ec/ Bp was assumed to be 0.3 m-1

, where {3ec is 
the {3 function at the section. The strength is equal to 
about 1/10-1/30 of the effective strength of the sex­
tupole magnets used for slow beam extractions. The 
sextupole field induces the following major resonances 
near and below the working point: 

3Vh = 22, 

-Vh + 2vv = 4, and 

Vh = 7. 

The stop bandwidths of the above three resonances 
are estimated at about 0.0001, 0.0002, and 0.0004 
for a beam of the rms emittance of 10-6 7r m·rad, 

233 



respectively.4) The simulation has shown that there 
is no remarkable enhancement in the transverse emit­
tance due to the nonlinearity even when the incoherent 
betatron-tune spread is over 0.5 owing to the improve­
ment of the bunch shortening, as shown in Fig. 1.2) 

This means that the incoherent tune spread does not 
cause any problem in the beam bunching when the 
working point under no space-charge effect is chosen 
to be far from the minor-resonance lines as well as the 
major-resonance lines. 
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Fig. 1. Tune distribution for 5000 particles when the beam 
bunches in the 6-rms bunch length of 1 m. The distri­
butions of the betatron tune are magnified vertically by 
four times. 

The simulation has shown an effect of the dipole 
component of the transverse space-charge force on the 
bunch shortening, as shown in Fig. 2. The beam 
reaches a quasi-equilibrium state after 40 ms of bunch­
ing, when the dipole component is neglected. The final 
6-rms bunch length is 1 m. When the dipole compo­
nent is taken into account in the horizontal direction, 
however, the bunch length becomes 0.5 m only after 30 
ms of bunching. The RF voltage of 300 k V is required 
for the short bunch. The rms transverse emittance 
does not decrease largely from 10-67r m·rad. 

The bunched beam has a shape as shown in Fig. 3 at 
35 ms of bunching. The shape is approximately repre­
sented by a summation of a Gaussian and a parabolic 
curve. The parabolic curve corresponds to the distri­
bution of the cooled ions that hardly do synchrotron 
oscillation around the bunch center. 

The instantaneous beam current of 60 rnA, which 
has been simulated here, reaches the threshold current 
of the longitudinal microwave instability as mentioned 
above. Further simulations in which the resistive­
wall impedance and other broad-band impedances are 
taken into account will predict the effect of the single­
bunch instability on the bunched and space-charge 
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dominated beams. 
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Diffusion Beam-Beam Instability in the Presence 
of Beam Cooling 

Y. Batygin and T. Katayama 

One of the serious reasons for limited performance 
of a circular collider is the instability due to beam­
beam interaction. Let us consider head-on collisions 
of strong electron beam against counteracted beam of 
heavy ion particles with the charge to mass ratio Z/ A. 
Luminosity of an electron-ion collider is given by 

£NiNe 
L = -4 2 Nbunch, 7r(J 

(1) 

where f is the particle revolution frequency in a ring, Ni 
and N e the numbers of ions and electrons per bunch, 
respectively, Nbunch the number of bunches per beam, 
and (J is the rms (root-mean-square) size of electron 
beam. 

Significance of the beam-beam phenomena is charac­
terized by the value of beam-beam parameter~, which 
has a meaning of the linear part of betatron tune shift 
due to beam-beam collisions: 

rp,8* fNe 
E = , 47rri(J2 

(2) 

where rp = e2/47rco mc2 is the value of classical ra­
dius of proton, ,8* the value of a beta-function of the 
collider, and ri the ion beam energy. In existing ion 
colliders the maximum value of E does not exceed the 
magnitude of ~ = 0.004.1) Limitation in E results in 
constraints of the luminosity L, which follows from 
Eqs. (1) and (2): 

(3) 

Previous study2) indicated an importance of factor 
of the noise in beam-beam interaction. Noise diffusion 
instability can be easily detected via numerical calcula­
tions as well as in analytical study under a fluctuation 
in the opposite beam size (J n = (J 0 (1 ± Y ), where u 
is a noise amplitude and Un a uniform random function 
with unit amplitude. Beam emittance growth after n 
turns under noise regime is given by 

Cn = V1 + Dn, 
Co 

(4) 

where the diffusion coefficient D is a function of the 
beam-beam parameter, noise amplitude, and ratio of 
ion beam size, a, to electron beam size 2(J: 

D = 7r2(~u)2 (2:) 4 (5) 

As it follows from Eq. (5), a noise beam-beam in­
. stability can exist under any value of the beam-beam 

parameter ~. This can be one of the reasons why a 

small value of ~ was achieved in existing colliders. Two 
conditions are essential to initiate a noisy beam-beam 
instability: beam-beam kick has to be a nonlinear func­
tion of coordinate and the parameter of the kick (rms 
beam size CT) has to be subject to noise. In contrast 
to the stochastic particle motion due to overlapping of 
nonlinear beam-beam resonance islands, a noise beam­
beam instability appears in much more simple condi­
tions without excitation of resonances. 

Actual value of the noise amplitude in beam size has 
not been measured so far. It can be estimated from in­
direct data. Let us assume, that the maximum number 
of turns in existing colliders for one-day operation is 
nmax = 3 . 108 . To prevent doubling of beam emit­
tance, product of diffusion coefficient with the maxi­
mum number of turns has to be Dnmax < 3. Therefore, 
estimated value of diffusion coefficient is D = 10-8 and 
expected value of noise amplitude is: 

U=~rg=6.1O-3. (6) 

Electron and stochastic cooling techniques are effec­
tive methods to decrease the phase space volume of the 
beam. Let us consider a numerical model, combining 
betatron particle motion in the presence of beam-beam 
collisions with particle cooling: 

( 
X~+1 ) = 
Pn+l 

exp ( __ 1 ) ( co~e 
Ndamp - sme 

. ( P~ :t.P~ ) + M" 

exp ( __ 1 ) ( co~e 
Ndamp - sme 

. ( Ph ~l,Ph ) + My, 

Sine) 
cose 

Sine) 
cose 

(7) 

where Ndamp is the number of turns required to cool 
the beam, e a betatron angle, and ~p~ a beam-beam 
kick given by 

~ x _ -4 ~ 1 - exp( - r2 /2(J~) (8) 
Pn - 7r X (r2 /2(J~) , 

analogously for ~p~. Matrices Mx, and My describe 
the ion beam excitation due to scattering:3) 

X --t x + Alrl, 
y --t y + A3r3, 

Px --t Px + A2r2, 
Py --t Py + A4r4, 

(9) 

where Ai (i = 1, ... ,4) are parameters defining the final 
equilibrium phase space volume of the beam, rj the 
Gaussian random numbers with average value (f) = 0 
and rms value (f2) = 1. 
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Figure 1 presents results of the numerical simulation 
of combined effect of beam-beam interaction and beam 
cooling. As can be seen, without cooling, the beam 
emittance monotonously increases due to beam-beam 
collisions, while with a cooling, an equilibrium in the 
beam size is achieved if cooling rate is equal to the 
increment of beam-beam instability. 
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Fig. 1. Beam emittance growth under (a) noise 

236 

beam-beam instability, (b) beam cooling without 
beam-beam collisions, (c) combined effect of beam cool­
ing and beam-beam interaction: equilibrium. 

Let us define the effect of cooling on the beam-beam 
instability. Decrease in the beam emittance due to 
cooling at the initial stage can be described by 

En (n) n -=exp --- ~1---. 
Eo ndamp Ndamp 

(10) 

On the other hand, beam emittance growth due to 
noisy beam-beam instability is described by 

En ~ 1 + Dn. 

Eo 2 
(11) 

Therefore, the required cooling rate to prevent beam­
beam instability, expressed in cooling number of turns, 
is: 

2 
Ndamp = j)' (12) 

Cooling rate is a function of collider regime parame­
ters. Taking the expected number of Ndamp = 2 . 107 , 

which corresponds to cooling time of 20 sec in the 
Duoble Storage Ring (DSR), and the noise amplitude 
u = 6 . 10-3 , the maximum value of beam-beam tune 
shift achieved is 

1{;E ~max = - -N = 0.017. 
7rU damp 

(13) 

Luminosity is proportional to the maximum value of 
beam-beam parameter (see Eq. 3). Therefore , utilizing 
the beam cooling can result in increasing of luminosity 
at least by a factor of 4. 

References 
1) F. Willeke: Particle Accelerators 59, 27 (1995). 
2) Y. Batygin and T. Katayama: Noise instability in non­

linear beam-beam interaction, RIKEN-AF -AC-3, Mar. 
(1997), to be published in NIM - A. 

3) K. Hirata, H. Moshammer, and F. Ruggiero: Particle 
Accelerators 40, 205 (1993). 



RIKEN Accel. Prog. Rep. 31 (1998) 

Stationary Particle Distribution of Intense Bunched 
Beam in RF Accelerating Field 

Y. Batygin 

Emittance conservation of a high brightness particle 
beam is an issue for existing and future high intensity 
accelerator projects. If the beam is matched with ex­
ternal focusing field, its distribution function as well 
as beam emittance are conserved. Finding matched 
conditions for the beam requires solutions of the self­
consistent problem for beam distribution function in 
phase space. Self consistent particle distribution cre­
ates a potential in which particle motion maintains this 
distribution. 

The problem of stationary self-consistent particle 
distribution in RF field was considered in several books 
and papers. In Ref. 1 solution of one-dimensional prob­
lem for longitudinal phase space was found. Space 
charge density of cylindrical bunch was found to be 
constant in every cross section of the bunch, but depen­
dent on longitudinal coordinate. In Ref. 2 spatial par­
ticle distribution in 3-dimensional configuration space 
was calculated numerically. In this paper an analyti­
cal approximate solution for 3-D self-consistent parti­
cle equilibrium is found. 

Consider an intense bunched beam of particles with 
charge q and mass m, propagating in an uniform fo­
cusing channel with an applied accelerating RF field. 
Single-particle Hamiltonian of particle motion is given 
by: 1) 

p~ + p; p; Ub 
H = 2 + -2 3 + U ext + q-2' m" m" " 

(1) 

Uext = qVsE [10 (~) sin (<ps - ~z) 
w "Vs Vs 

. w 1 m" 2 2 -smtps + Vs zcos<ps + TOrr, (2) 

where Uext is a potential of external field, Ub is a po­
tential of space charge field of the beam, " is a particle 
energy, E is an amplitude of accelerating field, v s is a 
velocity of synchronous particle, tps is a synchronous 
phase, w is an RF frequency, Or is a transverse fre­
quency of particle oscillation, r is a particle radius, and 
Z is a longitudinal deviation from synchronous parti­
cle. General approach to find a self-consistent beam 
distribution function is to represent it as a function 
of Hamiltonian f = f(H). Convenient way is to use 
an exponential function f = fo exp( -H/Ho). Unknown 
constant Ho can be expressed as a function of beam 
parameters: 

mc2 c2 mc2 c2 mc2 c2 
16. H = __ t_ = __ t_ = __ l_ (3) 

o ,,(x;ms) ,,(y;ms) ,,3 (Z;ms)' 

where Ct and Cl are the rms (root-mean-square) trans­
verse and longitudinal beam emittances, respectively, 

(x;ms) = (Y;ms) = R/2 and (z;ms) are the rms beam 
sizes, and R is the beam radius. Equation (3) expresses 
the equipartitioning condition3 ,4) of stationary distri­
bution function. 

To find a self-consistent particle distribution, one 
has to solve a nonlinear Poisson's equation for un­
known space charge potential of the beam. Introducing 
dimensionless variables: 

V - q U ext V _ q U b C _ r _ Z 

ext - T' b - Ho ' I" - ~' r] - ~' (4) 

where a is a channel radius, Poisson's equation in cylin­
drical polar coordinates can be expressed as 

1 f)Vb f)2Vb f)2Vb 
~ f)~ + 8~2 + 8r]2,,2 

8kb ( a)2 -2 = - b<p "R: exp -(V ext + Vb" ). (5) 

Here, b<p == t:l<p/(27r) is a reduced phase bunch length, 
b == 2IR2/(,8"Iec;) is a dimensionless value of beam 
brightness, I is a beam current, and Ie == 47rcomc3 /q 
is a characteristic value of beam current. To solve the 
nonlinear equation (5), let us follow the method sug­
gested in Ref. 5. 

Represent unknown space charge potential of the 
beam by Fourier-Bessel series: 

00 00 

Vb = Vo + L L Jo(vom~)[Anm cos(kznr]) 
n=Om=l 

(6) 

where Jo(() is a Bessel function, Vom is a m-th root of 
the equation Jo(() = 0, and kz == wa/vs is a wave num­
ber. Expansion (6) obeys Dirichlet boundary condition 
Vb ( a) = V 0 at the surface of the channel. Constant V 0 

is defined in such a way that the total potential of the 
structure vanishes at the bunch center: 

To find an approximate solution of Poisson's 
equation, let us take only the first term in the 
near-center expansion of exponential function as 
exp(-Vext - Vb,,-2) ~ 1- Vext - Vb,,-2. Poisson's 
equation then becomes: 

f f [1 + v~m + (kzn)2,,-2 (b<p) (~)2] 
n=O m=l 8kb a 

Jo(vom~)[Anm cos(kznr]) + Bnm sin(kznr])] 

= (1- Vexd,,2 - Yo' (7) 

Space charge dominated beam transport is achieved, if 
b »1. It gives a possibility to simplify the Poisson's 
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equation (7). Expression in square brackets in Eq. (7) 
can be taken as a constant close to unity: 

With this approximation, self-consistent space charge 
dominated beam potential is: 

,2 
Vb = - 1 + 8 Vext . (9) 

Second approximation to the self-consistent poten­
tial is given by holding one more term in the expansion 
of exponential function as exp( - Vext - Vb,-2) ~ 1 
- Vext - Vb,-2 + 0.5(Vext + Vb,-2)2, so that we have 

Vb = ,2 [1 + 8 - Vext 

- )(1 + 8 - Vext )2 - Vext(Vext - 2)]. (10) 

With increasing of beam brightness (8 --+ 0), solution 
of Eq. (10) becomes close to that of Eq. (9). 

Taking the first approximation (9), the Hamiltonian 
corresponding to the self-consistent bunch distribution 
is as follows: 

H = P;:~; + 2!~3 + (1 ~ 6) Uext · (11) 

Equation (11) indicates that in the presence of in­
tense, bright bunched beam (8 « 1) the stationary 
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longitudinal phase space of the beam becomes narrow 
in momentum spread, remaining, in the first approxi­
mation, the same in coordinate. This is in a qualitative 
agreement with the study of Ref. 1. 

Self consistent space charge distribution of matched 
beam in the channel is given from Poisson's equation 
by 

(12) 

Substitution of Eq. (10) into Eq. (12) gives the station­
ary particle density distribution inside the bunch: 

per, z) = Po { 1 - V(l + 6)~ _ 26V
ext 

8 Ct c 8E. ,8T} 2 2 2 (~)2 + (~)2 } 

- 32')'2 (x~m') Cn,) [(1 + 6)2 - 26Vextl'/2 

(13) 
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High Brightness Beam Transport in a Quadrupole Focusing 
Channel with Octupole Field Component 

Y. Batygin 

Prevention of emittance growth and halo formation 
in a high-intensity beams are a key problem for the 
next generation of particle accelerators. Importance 
of the problem is connected with the efforts of devel­
opment of the particle accelerators for heavy ion fu­
sion, spallation neutron sources, and radioactive waste 
transmutation. Beam with a nonuniform profile is 
mismatched within a linear focusing channel. It re­
sults in a beam emittance growth and halo formation. 
Matching of a realistic nonuniform beam with a fo­
cusing channel can be obtained, if the focusing field 
is not a linear function of radius any more. 1) Ideal 
way to create a required nonlinear potential distribu­
tion is a plasma lens with specific distribution of oppo­
site charged particles. Another possibility is connected 
with utilization of an alternating-gradient focusing 
channel with higher order multipole components.2) In 
this paper the effect of octupole field component on 
the beam matching in a quadrupole focusing channel 
is examined. 

Consider an uniform four-vanes quadrupole focusing 
structure with octupole field component. Electrostatic 
potential of such structure is given by 

(
G2 2 G4 4 ) . U(r, cp , t) = Tr cos 2cp + 4r cos 4cp smwot, (1) 

where G2 is a quadrupole field gradient, G4 is an oc­
tupole field gradient, and Wo is an operating frequency. 
Oscillating field (1) creates an effective scalar potential 

qE2(r , cp) 
U ext (r, cp) = 2 

4mwo 

-- -2. _r2 + 1]r4 COS 2cp + _r6 mc
2 

J12 [1 1]2 1 
q ;\2 2 2 ' 

(2) 

where f..to == qG2;\2/ (V87rmc2) is a smoothed transverse 
oscillation frequency, ;\ = 27rc/wo is a wavelength, and 
1] = G4/G2 is a ratio of the two field components. 
Fig. 1 illustrates equipotential lines of the effective po­
tential (2) . As seen, for a small radius (r) the equipo­
tential lines are close to circles because the quadratic 
term rvr2 is dominant in Eq. (2). With a larger r , on 
the other hand, they are close to a distorted ellipse. 

In Ref. 3 it was found that the self-consistent station­
ary particle distribution of a matched high-brightness 
beam has such a shape that the space charge beam po­
tential Ub is opposite to an arbitrary external focusing 
potential U ext: 

2 kb 
Ub = -, 1 + kb Uext , (3) 
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0.05, (b) C = 0.2, (c) C = 0.35, and (d) C = 0.49. 

where b == 2IR2/(,L3,Iec2) is a dimensionless value of 
beam brightness, I is a beam current, Ie == 47rcomc3 / q 
is a characteristic value of beam current, ,L3 and, are 
particle velocity and energy, respectively, R is a beam 
radius, c is a normalized beam emittance, and k is a 
beam profile parameter (k = 1 for uniform beam and 
k = 2 for Gaussian beam). Space charge density of 
the matched high-brightness beam is determined by 
Poisson's equation: 

Beam with distribution of (4) is maintained in the 
channel with effective potential (2). Due to the term 
cos 2cp, space charge density of (4) is a decreasing func­
tion with x-coordinate, but increasing function with 
y-coordinate, being r2 = x2 + y2 (see Fig. 2a). 

Realistic beam distribution has monotonically de­
creasing density function with radius. Good approxi­
mation to realistic beams is a distribution of the form: 

(5) 

which is close to the truncated Gaussian distribution 
(see Fig. 2b). Therefore, realistic beam with distribu­
tion of (5) is expected to be matched in x-coordinate, 
but mismatched in y-coordinate. 

In Fig. 3 some results of particle-in-cell simulations 
for the beam with distribution (5) in a quadrupole 
channel with octupole component are presented. Ini­
tial beam distribution given by Eq. (5) was truncated 
along equipotential lines to make beam close to the 
matched beam given by Eq. (4). As seen, after 100 em 

239 



a b 

N N 

4()() 

350 1000 

300 IW 
250 
100 

6()Q 

150 4()() 

100 
50 200 

1.5 1.5 

0.5 0.5 

! 0 
i 

0 ~ 
;... ;... 

-0.5 -0.5 

-I -I 

-0.5 0 0.5 1.5 
x (em) 

Fig. 2_ a: Matched beam with the density profile Pb = po 
(1 + 6T]r2 cos 2<p + 9T]2 r 4) in quadrupole-octupole chan­
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particle distribution Pb = po [1 - (-~:) 2f· 

of beam transport, which corresponds to one betatron 
particle oscillation, emittance of the beam is slightly 
distorted at X-Px phase plane, but seriously distorted 
at y-Py phase plane. Therefore, utilizing octupole com­
ponent in a quadrupole channel is not sufficient to 
provide beam matching. Better results were observed 
in computer simulation of the beam in a quadrupole 
structure with duo-decapole field component.3) In that 
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case the effective potential and matched beam profile 
are symmetric functions with y as well as x coordi­
nates, and realistic beam is much better matched with 
quadrupole focusing structure. 
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Design of 300 Me V Electron Linac at MUSES 

M. Wakasugi, Y. Kamino,* and T. Katayama 

We have designed an electron linac to be used as an 
injector of the booster synchrotron (BSR) at MUSES 
project. Electron beam accelerated up to a required 
energy by the BSR is injected into the double storage 
rings (DSR), and it is used for electron-RI collision1) 

or for high brilliant X ray production. 2) Depending on 
the experiment, two kinds of specifications are required 
for the electron beam at the linac. When we make 
electron-RI collision experiments, electrons should be 
in a specified RF bucket in the DSR because of syn­
chronous collision. This means that the BSR has to be 
operated with the single-bunch operation mode. So, 
the electron beam after the linac has to have a short 

pulse length and high peak current. On the other hand, 
every RF bucket should be filled with electrons at the 
DSR, for X ray production, and the BSR be operated 
with the multi-bunch operation mode. In this case the 
electron beam from the linac has to have a long pule 
length. The electron linac, therefore, is required to 
have the specifications summarized in Table 1. 

From the requirement of both experiments, the min­
imum electron beam energy is decided to be 300 MeV. 
The linac consists of three parts: an electron gun, an 
injection part, and a regular part. They are shown in 
Fig. 1. 

The electron gun includes a cathode-grid assembly 

Table 1. Specifications of electron beam after the linac. 

Long pulse mode Short pulse mode 
RF frequency 
Energy 
Repetition rate 
Energy spread 
Normalized emittance 
Pulse width 
Peak current 

\~~~ 

(MHz) 
(MeV) 
(Hz) 
(%) 
(7r mm mrad) 
(nsec) 
(A) 
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Fig. 1. A conceptual 300 Me V electron linac system at MUSES. 

which has a cathode area of 0.5 cm2 and allows the 
maximum current of 1.6 A. These parameters have 
been decided from the beam quality point of view. The 
electron beam is extracted with an acceleration voltage 
of 100 kV from the gun. Pulsing for both modes are 
made by pulsing grid voltage. The simulated beam 
trajectory in the gun, obtained using computer code 
EGUN2, is shown in Fig. 2. 

The injection part consists of a pre-buncher 1, pre­
buncher 2, and buncher. The pre-buncher 1 is a 

Cathode/Grid 
Assembly 

\ 
\ 

ca. 
"(-
~ 
~ 
~ 

'tL,. 

Mitsubishi Heavy Industries, Ltd. Fig. 2. Ray trace of the electron beam at electron gun. 
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standing-wave type single cavity, and its gap voltage 
is 10 k V. The required RF power is estimated to be 1 
kW. The pre-buncher 2 is a traveling-wave type and 
consisting of the four cavities made from disks and 
spacers. The phase velocity (vph/c) is 0.77 which is 
matched with the beam velocity. Acceleration gain is 
2.0 MeV 1m and RF power of 170 kW is required. The 
buncher is a constant gradient (CG) tube including 30 
cavities. Acceleration gain is 11 MeV 1m and input 
RF power is 15 MW. All bunching devices are in a 
solenoid coil for focusing in low energy region. Finally, 
expected electron beam energy at the end of the in­
jection part is 13 MeV, and the phase spread and the 
energy spread are expected to be within 4 deg and 200 
keV, respectively, as shown in Fig. 3. 

Fig. 3. Phase and energy distributions at exit of injection 
part for short pulse mode. 

The regular part consists of seven CG tubes. We 
provide three groups of CG tubes: three tubes for 
group A, two tubes for group B, and two tubes for 
group C. The CG tubes in groups A, B, and C have 
attenuation constants of 0.5, 0.6, and 0.7 [Neper], re­
spectively, and different aperture sizes to avoid the cu­
mulative beam break up (C-BBU). One CG tube has 
80 cavities, with total length of 3 m and acceleration 
gain of about 16 MeV 1m taking a beam loading effect 
into account. Five triplet-quadrupole magnets work 
as a focusing element during the beam transport, and 
the beam size at the exit of the linac is expected to be 
about 1 mm in diameter. 

All cavities and tubes are driven by four klystrons 
having each peak power of more than 50 MW and fre-
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quency of 2856 MHz as shown in Fig. 1. RF power 
of the first klystron is divided into bunching devices 
and the AO regular tube. Each of the other klystrons 
supplies two CG tubes the RF power. 

We have estimated energy resolution of the beam by 
taking the following points into account: (1) fluctua­
tion of RF voltage due to instability of klystron, (2) 
fluctuation of phase due to instability of klystron, (3) 
beam distribution in E-fJ phase space, (4) deviation of 
acceleration phase due to error of phasing process, (5) 
reactive phase distortion, and (6) initial beam loading 
effect. For (1) and (2), we have estimated to be less 
than ±0.09%, and phase spread for (3) is less than ±2 
deg as shown in Fig. 3. The phase shift for (4) is ex­
pected to be less than ±1 deg. We further expected 
that the initial beam loading effect can be suppressed 
with the modulation of RF power before beam load­
ing. If we supply the RF voltage as shown in Fig. 4, 
every bunches feel the same field in the CG tube. The 
field is the same with the equilibrium state after beam 
loading for the case of normal RF power filling method. 
Finally, we were able to estimate the energy resolution 
to be about ±0.2% which is better than the require­
ment. 

.... Itle< Full Power CI), 00% ~ 0 \lo ....---------1 

i ~i 
~ 50% ~ Beam ON 
~ 

S2 

O%~---~I-------_~I 
1 J1Sec 2 J1Sec 

Time 

Fig. 4. RF power modulation sequence at beam loading. 
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Design of Apple-II Type Undulator for MUSES 

M. Wakasugi and T . Katayama 

We have designed an Apple-II type undulator, which 
will be installed into the double storage ring (DSR) 
in MUSES project. According to requirements from 
physics experiments, we have to continuously change 
the X ray energy from 30 to 800 e V and its polarization 
as well. That is why we are to chose Apple-II type. 

Apple-II type undulator has two pairs of magnetic 
arrays as shown in Fig. 1. X ray energy can be changed 
continuously by driving vertically the gap-width as 
shown by white arrow in Fig. 1. The polarization can 
be changed by shifting the phase (D) between pairs 
of the magnetic arrays shown by black arrows in Fig. 
1. In one period, total 16 permanent-magnet chips are 
used, and the length of one period is 30 mm. The 
minimum gap-width has been decided to be 20 mm by 
considering size of the vacuum tube which is put inbe­
tween magnetic arrays. The gap driving range is 6.7 
mm with a step of less than 5 /-Lm. The minimum gap­
driving step corresponds to the X ray energy-scanning 
step of 0.1 e V at X ray energy of 100 e V. 

Fig. 1. Magnetic structure of Apple-II type undulator. 

Phase-driving changes mainly the X ray polariza­
tion from linear polarization to circular polarization. 
It also changes slightly the X ray energy, because the 
bending factors Kx and Ky in horizontal and vertical 
directions, respectively, are change by the phase driv­
ing. Therfore , if we want to scan the energy without 
changing the polarization, we have to drive both the 
gap and phase simultaneously. Relations between the 
gap-width, the phase-shift and K values are summa­
rized in Table 1. 

The phase shifts of 0 mm and 15 mm give linearly 
polarized X ray in the horizontal and vertical direc­
tions, respectively. The shift of about 11.25 mm, which 
corresponds to the 3/8 length of one period, gives the 
circularly polarized X ray. For these cases, magnetic 
field strengths on beam axis are shown in Fig. 2 

We have calculated the photon spectrum with the 
undulator described above. Parameters of electron 
beam used here are shown in our previous paper .1) 

Figure 3 shows typical examples for the cases of lin-

Table 1. Kx and Ky values vs. gap-width and phase-shift. 

Gap width (mm) 
20 23 26.7 

Phase (mm) Kx Ky Kx Ky Kx Ky 
0 
3.75 
7.5 
11.25 
15 

0 0.712 0 0.521 0 
0.143 0.658 0.098 0.482 0.062 
0.261 0.504 0.179 0.370 0 .115 
0.342 0.272 0.235 0.199 0 .151 
0.370 0 0.255 0 0.163 

0.3 "'-:-~"""'-'-"""'-'-'---'-~'---'-""""""'r-r-'--'--' 
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Fig. 2. Magnetic field strength at the phase shifts of 0 
mm (a) , 11.25 mm (b), and 15 mm (c). It is assumed 
that the magnetic field is 1.3 T at the pole tip. 
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Fig. 3. Calculated X-ray photon flux for the cases of linear 
polarization (a) and circular polarization (b). 
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ear polarization and circular polarization. To cover 
required X ray energy range, we have to change not 
only the gap-width but also the electron beam-energy. 
Electron beam energy will be changed from 0.3 GeV to 
1.7 Ge V. Intensity of the X ray is expected to be more 
than 1015 photons/s/0.1%b.w. in both polarizations, 
which exceeds requirement to the good. 

We have made mechanical design of the undulator, 
and a realistic drawing is shown in Fig. 4. We provide 
a 6.7 m space to install the undulator in the DSR. Ac­
tually, it is not so easy to make 6-m long undulator 
because it is too long to keep high precision for the 

3120 
2400 

gap-width and phase-shift drivings. So, we will sepa­
rate it into two units. Figure 4 shows one unit of the 
undulator. Each unit contains: 80 periods of magnetic 
array, a correction magnet, gate valves, servo motor for 
both gap-width and phase-shift drivings, vacuum tube 
and some monitors, so on. Two units are connected 
in tandem and are put at the undulator section of the 
DSR. The size of the unit is 3.1 m long, 2.8 m wide 
and 2.4 m long, and the weight is expected to be 7.5 
t per unit. Accuracy of the gap-width driving can be 
achieved better than 5 /-Lm using linear guides and po­
sition sensors. That of phase driving is expected to be 

Electron 
Beam Linel 

Vacuum Chamber \ . 

Fig. 4. Mechanical construction of one unit of the undulator, designed here. 

25/-Lm. Magnetic force which acts on a magnetic array 
is estimated to be 1.07 t in horizontal direction, 0.17 t 
in vertical direction, and 0.78 t in direction of beam. 

Vacuum tube has three rooms as shown in Fig. 5. 
One is for the low emittance electron beam and it is 
put inbetween magnetic arrays when we use the DSR 
as a synchrotron radiation light source. The second 
room is for the ion beam or for the large emittance 
electron beam. When this room is used, the gap-width 
of the undulator is expanded to 300 mm so that the 
magnetic field dose not affect the beams. The third 
room is for NEG pump. When we want to use ion 
beams or large emittance electron beams, the chamber 
will be moved horizontally without breaking vacuum. 
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Fig. 5. Vacuum tube put inbetween magnetic arrays. 
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Safety Design of RIKEN RI Beam Factory 

N. Fukunishi, S. Ito, Y. Uwamino, and T. Kurosawa 

We estimate here the shielding thickness required for 
the RIKEN RI Beam Factory (RIBF). The RIBF plans 
to provide high-intensity heavy-ion beams for funda­
mental research. Hence, we need a precise estimation 
of shielding thickness to assure radiation safety. We 
employ here two different methods in estimating the 
shielding thickness. For a 400 MeV/nucleon heavy-ion 
beam, we use the experimental data of double differen­
tial neutron yields with thick targets!) as source terms 
of shielding calculation. Deep penetration of neutrons 
into the absorber is calculated by using the ANISN 
code which is widely used for the calculation of neu­
tron transport. The cross section data used here is 
based on the HIL086R data sheet. On the other hand, 
we do not have experimental data useful for the radia­
tion protection estimation against a 1.5 GeV /nucleon 
heavy-ion beam. Hence, we employed the Moyer model 
which is widely used for the radiation shielding com­
putation against high-energy proton accelerators. In 
our case, fast neutrons mainly contribute to the dose 
equivalent, and the neutron production strongly de­
pends on the energy and mass number of accelerated 
ions. We assumed here that the neutron production is 
proportional to the square of the beam energy below 
800 MeV/nucleon, and is proportional to the beam en­
ergy above 800 MeV/nucleon. We also assumed that 
the neutron production is proportional to the mass 
number of the ion. For the details of calculations, see 
Ref. 2. 

We summarize in Table 1 the shielding thickness re­
quired for a 40Ca beam. The shielding material chosen 
here is ordinary concrete. We may have to use other 
shielding material, for example iron absorber, in case 
that the shielding thickness given in Table 1 exceeds 
the distance from the source. As shown in Table 1, 

Table 1. Shielding thickness required for the RIBF. 

Acceler- Energy Beam Loss) Place Direction Shielding thickness (m) required to satisfy the 

alor (MeV/u) (pps) condition that the dose equivalent < D 

(J.1Svlhour) at the distance L (m) from the 

source 

0=6 0=20 0=6 0=20 

L=IO L=10 L=20 L=20 

SRC 400 6*IOtO extraction forward 9.54 8.84 8.73 8.03 

6*10 10 lateral 4.43 3.79 3.69 3.05 

6*1012 dump forward 12.22 11.52 11.41 10.71 

6*1012 lateral 6.89 6.24 6.15 5.51 

0=6 0=20 0=6 0=20 

L=5 L=5 blO L=IO 

ACR 400 1.62*10" injection forward 10.92 10.22 10.12 9.41 

lateral 5.70 5.06 4.96 4.32 

1.8* \01 0 ring lateral 3.76 3.10 3.38 2.74 

6* 109 extraction forward 9.00 8.30 8.20 7.49 

lateral 3.94 3.30 3.20 2.56 

BSR 400 1.74* 109 injection forward 8.28 7.58 7.47 6.77 

lateral 3.28 2.64 2.54 1.90 

1500 8.7* 109 ring lateral 4.05 3.39 3.67 3.02 

8.7* \09 extraction forward 8.50 7.76 7.65 6.92 

lateral 6.11 5.37 5.26 4.53 

DSR 1500 3*106 injection forward 3.64 2.91 2.80 2.07 

lateral 1.26 0.52 0.41 0 .0 

3*\08 ring lateral 2.05 1.46 1.70 1.15 

we need shielding thickness more than 10 meters for a 
couple of high radiation areas in the RI beam factory. 
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Spin Depolarization Due to Beam-Beam Instability 

Y. Batygin and T. Katayama 

In our previous studyl) we found the following ma­
trix of spin advance in a collider ring with one beam-

beam interaction point and two Siberian Snakes In­

stalled: 

n+1 2 n 2 2 n . n 
(-1) {I - £... [L C,os (i9+'I')] } L (L (_I)I+n sin 2(i9+'I') + ... ] (_1)D+I<I> L cos(i9+'I') 

Sx 2 i=O . 4 i=O i=O Sx,o 2 D 2 n. 2 D (1) ~ [L (_1)i+1 sin 2(i9+'P) + ... ] 1- <1>_ {L (-IY sin (i9+'I') } <P L (-Ii sin (i9+'P) Sy Sy,o 4 i=O 2 i=O i=O 
D n Sz Sz,o 

(_I)n<l> Lcos(i9+'P) <P L (_I)i+D sin (i9+'P) (_I)n+1 [1 - n+l <1>2+ ... ] 
i=O 2 i=O 

where n is a turn number, W is an initial phase of 
betatron particle oscillations, B is a betatron angle, <p 

is a small parameter as 

IlrG 
<p = -I 2« 27r, 

eO' 

I is a beam current, Ie 47rfo mo c3 /q 

(2) 

(A/Z) ·3.13· 107 Amp is a characteristic value of the 
beam current, I is a bunch length r is a radius of parti­
cle trajectory, G = 1.7928 is the anomalous magnetic 
moment of proton, and 0' is an rms (root-mean-square) 
beam size. From attained matrix, it follows that spin 
depolarization is not taking place or suppressed if be­
tatron tune values are chosen far away from low-order 
resonances, and that beam-beam collisions are stable. 
Actually, suppose that the initial spin has only one 
transverse component, i.e., Sx = 0, Sy = 1 and 8z = 0. 
After n turns, the average and rms values of spin com­
ponents are as follows:!) 

_ 1 ( cp )2 Sx = 0, Sz = 0, 8y = 1 - - - , (3) 
8 cos(B /2) 

(82) = [ rp2 _]2 (82) = ~ [ ~ ]4 
x 8(cosB) y 256 cos(B/2) 

(82 ) - <p [ 
- ]2 

z - 2 cos(e /2) 
(4) 

where rp and e are the average values of parameters <p, B 
among all particles. In Fig. 1 results of particle motion 
and suppressed spin depolarization in the presence of 
stable beam-beam interaction are presented. 

There are several mechanisms which lead to particle 
instability under beam-beam collisions. Excitation of 
nonlinear resonances and unstable stochastic particle 
motion due to overlapping of resonance islands are the 
fundamental phenomena in beam-beam interaction.2 ) 

Another mechanism of unstable particle motion is a 
diffusion created by random fluctuations in distribu­
tion of the opposite beam. In Ref. 3 the noise beam­
beam instability was studied for the case of random 
fluctuations in the opposite beam size 
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Fig. l. (a) Beam emittance, (b) average value of Sy, (c) 

(_)1/2 
rms value of (S~) as a function of the turn number 

for stable beam-beam interaction. 

( 
U· Un) 

O'n=O'o 1±-2- , (5) 

where u is a noise amplitude and Un is an uniform 
random function with unit amplitude. It was shown 
that in the presence of noise, beam emittance increases 
with the turn number n as 



Cn = Vi +Dn. 
Co 

(6) 

Here, diffusion coefficient D is the functions of beam-
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Fig. 2. (a) Beam emittance, (b) average value of Sy, (c) 

(_)1/2 
rms value of (S~) as a function of the turn number 

for unstable beam-beam interaction. 

beam parameter E, noise amplitude u, and ratio of 
beam size a with respect to opposite beam size 2(70: 

(7) 

Noise in the beam-beam collision always induces in­
stability if beam-beam kick is a nonlinear function of 
the coordinate. Due to diffusion character, noise beam­
beam instability does not have a threshold character 
and can exist at any value of beam-beam tune shift. 
Increase of beam emittance is accompanied with in­
crease of beam size. 

In Fig. 2 the results of beam dynamics and spin de­
polarization in the presence of noisy beam-beam insta­
bility are presented. Parameters of the process were 
chosen the same as for the stable beam-beam interac­
tion without noise as presented in Fig. 1. The value 
of noise amplitude u = 0.025 was chosen arbitrarily, 
to demonstrate the main features of diffusion beam­
beam instability. As is seen, increase of beam sizes 
due to beam-beam collisions results in spin depolar­
ization. It is also expected from analytical formulas 
(3)-(4), where the average and rms beam parameters 
are proportional to the powers of the small parame­
ter <p, which, is proportional to beam size according to 
Eq. (2). Therefore, if beam is subjected to beam-beam 
instability, it causes spin depolarization. 
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Study of Spin and Orbital Motion in Siberian Snake Based on 
Calculated Three Dimensional Magnetic Field 

M. Xiao and T. Katayama 

The study on orbital motion and spin precession of 
polarized protons in Siberian Snakes in RHIC is one 
of the subjects of particular interest in RHIC Spin 
Project.1 ,2) For a better representation, the simulation 
based on three dimensional (3D) magnetic field map 
(calculated or measured) is of importance. The work 
has been initiated by Luccio,3) but two main problems 
on the optimization of the numerical spin matrix and 
orbit matrix for Siberian Snakes still remain. The two 
problems are: (1) numerical spin matrices should be 
unitary, and (2) numerical orbit matrices should be 
symplectic, that is to say, the determinant of them 
should be exactly unity (1). 

Each Siberian Snake consists of four right-handed 
helical dipole magnets. The results of magnetic field 
measurement for the prototype of a helical magnet 
agreed well with the 3D numerical calculation by 
TOSCA.4) It was therefore encouraged to work fur­
ther based on the calculated magnetic field map for a 
modified magnet configuration, and to look for suitable 
methods to solve the problems mentioned above. 

Bicubic spline function method was introduced first 
to interpolate Bw (x , y, Sk) (w = x, y or s) (k = 
1,2, ... Lk) and their derivatives in Cartesian coordi­
nates for the calculated magnetic field map given on 
the (x,y) plane (s = Sk) , 

Bw (x , y, Sk) 
4 

= 2: AwijKL(X,y)(x - xdK-1(y - Yj)L-l 
K,L=l 

Xi :::; X :::; Xi+l, Yj :::; Y :::; Yj+l 

(i = 1,2, ... , m - 1; j = 1, 2, ... , n - 1) 

where the coefficients AWij K L (x , y) can be determined 
by one-dimensional cubic spline function, and the cor­
responding boundary conditions were calculated by 
two-dimensional 3-points Lagrangian function. The 
interpolation in s-direction was done again by one­
dimensional spline function, 

4 

Bw(x, y, S) = 2: AWkN(S)(S - Sk)N-l 
N=l 

Sk:::; S:::; Sk+l , (k = 1,2, ... ,Lk -1). 

The equations of orbital motion in natural coordi­
nates are 
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du [ 2 
ds = W· uv Bx - (1 + u ) By + vB s] 

dv 2 
- = w . [(1 + v )Bx - uvBy - vBsJ 
ds 

where u = x' = dx V = Y' = 1:11.. w = e· v'u
2
+v

2
+1 and 

ds' ds' molV ' 
V is the velocity of a charged particle. B x, By and B s 
are the components of magnetic field in x, y and S di­
rections respectively. The equations of spin precession 
are 

Px = fl . [-uBs + (1 + v2 )Bx - uvBy] + U · f2 

Py = fl . [-vBs + (1 + u2 )Bx - uvBy] + V· f2 

Ps = fl . [-uBx - vBy + (u2 + v 2 )Bsl + f2 

where 

h 
fl = Bp . (1 + G1'), 

h 
f2 = Bp . (1 + G)(uBx + vBy + B s), 

1 
h = , Bp = mo')'V, G = 1.7928456. vu2 + v2 + 1 

Fourth-order Runge-Kutta method in Cartesian coor­
dinates was used to integrate the above equations in 
the simulation. The axis of spin precession was calcu­
lated from the results of the integration of two groups 
of spin precession. The related program SSTRAN was 
written in FORTRAN based on the calculation meth­
ods discussed above. 

Three components of the magnetic field distribution 
on the axis (x = 0, y = 0) for full Snakes are shown in 
Fig. 1. Based on the field strength of the first helical 
magnet, the field strength of the second helical mag­
net was optimized so as to obtain the orbital angles 

-- Bx 
----- -. By 
......... .. Bs 

Fig. 1. Magnetic field distributions of the full Siberian 
Snakes on axis (x = 0, y = 0). 



X~, Y: at the exit of the Snakes as small as possible 
and Sye as closed to -1 as possible for the ray with 
initial conditions of (xo, x~, Yo, y~)=(o., 0., 0., 0.) and 
(Sxo, SyO, Sso)= (0, 1, 0). The amplitude of the first 
magnetic field strength is 1.33626T, the finally opti­
mized amplitude of the second magnetic field strength 
is 4.13649T, and the final results of orbital motion and 
spin precession are as follows: 

(Xe, x~, Ye, Y:) = (0.24,0.01111, -0.46 , -0.08429) 

(Sxe, Sye, Sse) = (0.015536 - 0.999734 - 0.017042) 

where the units are mm for Xe, Ye, and mrad for x~, x~. 
The spin axis obtained is 51.4737° (plane angle with s 
axis) and -0.0441° (space angle with y-s plane). The 
trajectory and spin precession in full Snakes are shown 
in Fig. 2(a) and (b). 
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Fig. 2. Orbital motion and the spin precession 
of the ray with (xo, x~, Yo, Y~) = (0.,0.,0.,0.), and 
(Sxo, Syo, S80) = (0,1,0): (a) orbital motion, and (b) 
spin precession. 

With the same initial orbit condition of 
(xo, x~, Yo, y~) = (0.,0., 0., 0.), three representative 
rays with initial spins (Sxo, Syo, Sso) = (1,0,0), (0, 1,0) 
and (0,0,1) were traced respectively, and then the spin 
matrix was obtained directly by the final precessed 
spin. That is 

[ 

0.2242 -0.0131 0.9745] 
Ms = 0.0155 -0.9997 -0.0170 , 

0.9744 0.0190 -0.2239 

The determinant of Ms is 1 + 1.4777 x 10-7 . The depen­
dence of the matrix elements on the particle position 
and angle was also investigated. The calculation was 
repeated for different values of (xo, x~, Yo, y~). The spin 
precession of some of the rays with large r (r > 3.0cm) 
rotated unregularly, but most of them turned out to be 
very close to each other, and the determinant of their 
matrices had the same order of deviation (10-7 ) from 
unity. 

To calculate the orbit matrix M T , a certain num­
ber of rays, whose initial conditions were generated at 
random with Gaussian distribution in emittance, were 
traced. By solving a system of algebraic equations be­
tween the final and initial coordinates of the same ray, 
the Oth order 4 x 4 matrix was obtained. The following 
numerical orbit matrix was calculated from the results 
of 16 rays traced, 

[ 

0.9939 
M = -0.0043 

T 0.0006 
0.0006 

10.8281 
0.9657 
0.1631 
0.0626 

-0.0170 -0.0336] 
0.0060 -0.0074 
0.9844 10.6717 ' 

-0.0049 0.9485 

The determinant of MT is 1 - 4.9183 X 10-3 . 

To check the Maxwellian properties for a given mag­
netic field map, first derivatives were directly calcu­
lated by the coefficients of spline function AwijKL. 

The results showed that \7 . B = 0 was well satisfied 
(10-6 ) in the region around the axis, and the error 
of \7 x B = 0 was mainly originated from (\7 x B)x, 
which may be due to the small value of Bs and its 
rapid change with y. 

Further work will be done for adjusting the magnetic 
field map to satisfy Maxwell equations, and a sympletic 
integration method will be taken to integrate the equa­
tions of orbital motion and of spin precession. 
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Calculation and Measurement of Magnetic Field in Half-Length 
Helical Snake Magnet for RHIC 

M. Okamura, T. Tominaka, T. Kawaguchi, and T. Katayama 

We have studied on acceleration of polarized pro­
ton beams in RHIC as a part of the RHIC-Spin 
project. Development of the superconducting helical 
dipole magnets l ) which are to be used as the Siberian 
Snakes is one of the key to the success of this project. 
In order to confirm the performance of the magnet, a 
half-length model magnet was fabricated by the end of 
1996. Three dimensional field analysis has been per­
formed for it using the code TOSCA.2) 

The coils of the model magnet are divided into six­
teen current carrying blocks. The separation between 
the coils and the yoke is only 5.5 mm, and the yoke 
enhances the field strength about 50%. The current 
blocks were designed to be used with two sizes of cur­
rents in the ratio of 9 to 11. In order to increase the 
quench limit, the coils in the stronger field area have a 
lower current. In the latest design of the helical mag­
net, an uniform current over the cross-section will be 
used in stead of the 9 to 11 ratio, to simplify the op­
eration. 

The measurements were performed on the model 
magnet in February and June of 1997 in a vertical 
dewer at BNL. The operating current in the "low­
current" blocks is expected to be 280 A for 4.0 T. The 
model magnet quenched at 139% of the operating cur­
rent, and the field strength at the center of the magnet 
reached 5.0 T. Using TOSCA, field strengths of peaks, 
which are found at the inner edge of the coils nearest 
to the poles in the body, were estimated. According 
to 3D analysis, the coil is expected to quench at 395 A 
in the "low-current" blocks corresponding to a dipole 
field strength of 5.3 T near the beam axis. The exper­
imental result almost reached the calculated quench 
current. The comparison is summarized in Table 1. 

Table 1. Quench performance. 

Max. current at lower current blocks (A) 
Max. current at higher current blocks (A) 
Max. field at the center of the model (T) 

Experiment Calculation 
388 395 
474 483 

5.0 5.3 

To measure the field distribution in the model mag­
net, Hall probes connected to a cylinder were used. 
Rotating coils are usually used to measure magnetic 
fields for synchrotron magnets. However, this method 
only measures the average field over the length of the 
coil. On the other hand, Hall probes have a small sens­
ing area, a few mm2, and can measure local magnetic 
fields. The cylinder was passed through to a long alu­
minum shaft and rotated by a stepping motor. The 
field was sampled at 64 points per revolution. This 
cylinder was also moved axially by another stepping 
motor to measure the field distribution along the beam 
axis. The reference radius of the multipole components 
was 31 mm in analysis. The model magnet was excited 
by an uniform current. In the case of dipole compo­
nent, agreement in both the field strength and phase 
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angle is very good. In the case of sextupole compo­
nent, as shown in Fig. 1, agreement in the end regions, 
where relatively strong multipole fields are distributed, 
is excellent. However, some discrepancies are observed 
in the body section. It is a possibility that some spu­
rious multipole components were observed due to the 
planar Hall effect . 
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Fig. 1. Amplitude of the sextupole component 
(105A/cable for all current-carrying blocks). 

To specify the field quality at the center of the model 
magnet, we used a tangential rotating coil which has 
been used for other RHIC magnets. The length and 
opening angle of this rotating coil are 230 mm and 15 
degrees respectively. In the case of the helical dipole 
magnets, there is some reduction in signal due to a ro­
tation of the field over the length of the measuring coil. 
For example, the sensitivity of the rotating coil for the 
decapole component decreases by 67% of the sensitiv­
ity for a normal straight magnet. The measured har­
monics were corrected for this reduction in sensitivity. 
The results measured by using this rotating coil are 
shown by a dotted line in Fig. 1. The calculated ratio 
of the sextupole components to the dipole component 
are smaller than the measured value by about 1 x 10-3 . 

The current dependence of the sextupole component 
(due to the saturation if iron material) agrees with 
the 3D calculation. In this measurement, again, an 
uniform operating current was applied for all current 
blocks, and the multipole components are larger than 
the design values which assume the use of two currents. 

The fabricated model magnet showed a good perfor­
mance. The measured results of the model agree quite 
well with the 3D calculations. Thus, we can rely on 
the field calculations and have validated our mechani­
cal design and fabrication method. 
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Optimization of Full-Length Helical Snake Magnet for RHIC 

M. Okamura, T. Tominaka, and T. Katayama 

A half-length model of the helical magnet for RHI C 
has been built and tested successfully. Now we are fi­
nalizing a design for the full-length helical dipole mag­
net. 

From the cryogenic point of view, it is necessary to 
minimize the heat leak from the independently pow­
ered helical dipole magnets for RHIC. Therefore, a 
thin round cable of 1 mm diameter comprised of seven 
wires will be used instead of the Rutherford-type ca­
ble used in the regular arc magnets. The Kapton­
wrapped cables are wound in the precisely machined 
helical slots on an aluminum cylinder. Thin fiberglass 
sheets containing b-stage epoxy are inserted between 
layers. Finally, the wound cables are locked in the slots 
by heating, while applying radial pressure. All tech­
niques mentioned above were applied in the half-length 
model fabrication and the built model showed a good 
quench performance. Only a remained problem is the 
coil winding method. The coils for the model mag­
net were wound by hand, and considerable skill and 
time were required. An automatic winding process is 
currently being developed. 

Multipole components of the model magnet are 
shown in Table 1. In the original design of this magnet, 
it had been assumed to use two currents, 9 to 11 ratio 
of the current in cables. However, to simplify the sys­
tem, it is decided to use uniform current instead of the 
two currents. Accordingly, in the cross-sectional mag­
net design, number of layers at the most inside slots, 
closest to each poles, of both inner and outer coils was 
reduced from 9 to 8 layers. The re-optimized values are 
also indicated in Table 1. The calculated values were 
computed using 3D magnetic calculation by TOSCA. 

According to the basic idea, if helical dipole mag­
nets are employed for the Siberian Snake, deflections 
of beam orbits will be canceled due to 360 degree ro­
tation of magnetic field. However, in actual magnets, 
there are fringing fields and therefore 360 degree rota-

Table 1. The multipole component at the center region of 
the magnet. 

Experiment Calculation 
Fabricated half-length model 

Sextupole (300Ncable) -5.7 x 10-3 -5.1 X 10-3 

Decapole (300Ncable) 6.4 x 10-4 3.4 X 10-4 

Sextupole (l00Ncable) -6.2 x 10-' -5.3 X 10-' 

Decal!2le (l00Ncable~ 7.6 x IO~ 6.2 x 10~ 

Re-optimized design 

Sextupole (300Ncable) 3.7 x IO~ 

Decapole (300Ncable) -2.6 x IO~ 

Sextupole (83Ncable) 6.0 x IO~ 

Decapole (83Ncable) 4.2 x 10-' 
The above values are derived from the expansion of the 
azimuthal field component. The reference radius is set to 31 mm. 
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Fig. 1. Vertical and horizontal components in a helical 
dipole magnet. 

tion does not always cancel the deflection of orbits. In 
Fig. 1, a typical magnetic field of the full-length helical 
snake magnet is shown by vertical, By, and horizon­
tal, Bx , components. Applying the coordinates which 
are used by this figure, a symmetry condition makes 
an integral of Bx component along the beam axis au­
tomatically zero. Therefore, we have to pay attention 
only to the By component, and have to optimize the 
integral of this component to become zero in design­
ing helical magnets. When this condition is achieved, 
we may say that this magnet has effectively 360 de­
gree of rotation angle. Table 2 shows the measured 
and predicted transverse fields. The measured inte­
grated field was constructed based on the Hall probe 
scan over the half-length magnet. The body portion, 
which shows a constant change of the phase angle of the 
dipole component, was extended to fit the full-length 
magnet. The predicted values were calculated using 
the TOSCA, where the re-optimized cross-section and 
slightly modified coil end design were taken into ac­
count. The modification of the coil ends is to match 
with the automatic winding. All these values are well 
within the requirements from beam optics considera­
tions. Furthermore, we can adjust the rotation angle 
modifying the iron yoke length after the first measure­
ment of the full-length helical dipole magnet. 

The design of the full length helical dipole magnet 
has been completed. The automatic winding method, 
which is a single remained issue of the magnet fabrica­
tion, is now in progress. The first full-length magnet 
will be constructed and tested in this spring. 

Table 2. The integrated transverse field. 

Integral of Bx Integral of By (Tm) 

Measured (220Ncable) 1.5 x 10- 3 5.8 X 10-4 

Re-optimized (300Ncable) -6.9 x 10-4 

Re-optimized (83Ncable) 2.0 x 10-4 
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Routine Works for Radiation Safety in 
the Ring Cyclotron Facility 

S. Fujita, S. Ito, S. Nakajima, H. Uehara,*l T. Arakawa,*2 
Y. Uwamino, and N. Nakanishi 

The radiation safety control system has worked well 
steadily during this year (1997) so as to enable us to 
execute radiation monitoring service continuously and 
automatically. 

From the accumulated data of leakage neutrons, the 
radiation level in the controlled area was found much 
less than the safety limit (0.3 mSv /week). Leakage 
of neutrons at the boundary of the accelerator facil­
ity has been recorded with the monitor installed in 
the ground-floor computer room just above a bending 
magnet that guides the beams from the Ring Cyclotron 
vault to the distribution corridor. We found that the 
radiation level is much less than the safety limit (1 
mSv /year). Leakage of 'Y rays and neutrons were not 
possible to detect with environmental monitors set out­
side the building during this reporting period. 

A film badge (FB) with a Optical Character Reader 
(OCR)-code had been used to open the gate at the 
entrance of the controlled area, while a card with a 
bar-code had been used to check a user and to open 
the gate of experimental vaults. It sometimes caused 
for users to forget or lose the card. In the last winter, 
the FB system was replaced by a new type with a bar­
code. With this change, all of the OCR and bar-code­
card readersl) were exchanged with new FB-readers 
of no contact type. So, there is no need for users to 
carry the card, and the procedure to open the gate be­
came simple. Moreover, the mechanical troubles have 
much decreased in the new FB-reader system, and the 
user registration has also become easy. Figure 1 is the 
photograph showing a new FB-reader system at the 
entrance gate for the controlled area, and Fig. 2 is the 
photograph of showing new FB-readers on top of the 
gate-bar at the entrance of experimental vault. 

In this winter-98, we are going to install a new hand­
foot-cloth monitor system at the entrance room for 
controlled area, which is able to detect f3( 'Y) and a 
rays. 

* 1 Faculty of Science and Technology, Chuo University 
*2 Faculty of Science, Science University of Tokyo 

Fig. 1. Photograph of a new FB-reader system at the 
entrance gate for the controlled area. 

Fig. 2. Photograph of new FB-readers on top of the 
gate-bar at the entrance of experimental vault. 
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Dose Rates Due to Residual Radioactivity 
in the Ring Cyclotron Facility 

S. Fujita, H. Uehara,·1 T. Arakawa,·2 S. Ito, S. Nakajima, Y. Uwamino, and N. Nakanishi 

Residual radioactivities were measured on the sur­
face at various points by using ionization-chamber sur­
vey meters in the Ring Cyclotron Facility. The mea­
surements were performed during the routine overhaul 
period and after almost every beam time. In the fol­
lowing, we describe the significant dose rates observed 
through measurements. 

Just after the last beam time of the spring term, a 
routine overhaul started. During the last beam time 
of the spring term, an experiment with an 22Ne beam 
of 110 MeV/nucleon was carried out in the E6 experi­
mental vault from August 1 to 8, 1997. The dose rates 
in the Ring Cyclotron and the injector AVF cyclotron 
were measured on Aug. 27 and 28, 1997 during the 
overhaul period. The results are shown in Fig. 1 for 
the Ring Cyclotron. 

Fig. 1. Detection points around the RIKEN Ring 
Cyclotron: EDC, the electrostatic deflection channel; 
MDCl, the magnetic deflection channel 1; MDC2, the 
magnetic deflection channel 2; MDPl, the main differ­
ential probe 1; MDP2, the main differential probe 2; 
MDP3, the main differential probe 3. Indicated num­
bers are dose rates in units of J.LSV Ih. 

Besides the above routine measurement, dose rates 
inside the AVF cyclotron were measured when its ac­
celeration chamber was opened on December 25, '96 
because of a trouble of insulation of the deflector in 
vacuum. The results are shown in Fig. 2 for the injec­
tor AVF cyclotron. 

*1 Faculty of Science and Technology, Chuo University 
*2 Faculty of Science, Science University of Tokyo 
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B e am DOSE UNIT : /LSv/h 

Fig. 2. Dose rates measured inside the injector AVF cy-
clotron. They are given in units of J.LSV Ih, and * indi-
cates an extra measurement on December 25. 

Table 1. Summary of the dose rates measured along the 
beam lines with ionization-chamber survey meters. The 
points a-z indicate the detection points shown in Fig. 3. 

Detection Measured Date The experiment preceded 

point dose rate particle energy intensity period 
().lSv/h) (MeV/n) (enA) (days) 

a 100 Mar 7, '97 C-13 115 1350 3 

b 600 Jun 17, '97 d 135 140 4 

c 800 Jun 17, '97 d 135 140 4 

d 80 Jun 17, '97 d 135 140 4 

e 1000 Jun 17, '97 d 135 140 4 

f 350 Mar 7, '97 C-13 115 1350 3 

g 130 Oct 18, '96 C-I3 100 1600 4 

h 350 Apr 25, '97 Fe-56 90 200 3 

70 Oct 18, '96 C-13 100 1600 4 

j 550 Nov 13, '96 p 113 600 3 

k 130 Aug 11, '97 Ne-22 110 1900 8 

120 Dec 18, '96 Ne-22 110 1200 8 

m 160 Sep 18, '97 0-18 100 1800 8 

n 200 Apr 28, '97 Ne-22 110 1800 6 

0 1000 Aug 11, '97 Ne-22 110 1900 8 

P 120 Dec 18, '96 Ne-22 110 1200 8 

q 600 Feb 5, '97 P 113 1360 2 

r 300 Nov 13, '96 P 113 600 3 

s 60 Nov 13, '96 P 113 600 3 

t 500 Nov 13, '96 p 113 600 3 

u 60000 Nov 13, '96 p 113 600 3 

v 50 Nov 27, '96 N-I4 135 2000 4 

w 1500 Nov 27, '96 N-I4 135 2000 4 

X 1200 Nov 27, '96 N-14 135 2000 4 

Y 50 Feb 27, '97 d 135 240 8 

z 180 Feb 27, '97 d 135 240 8 



Fig. 3. Layout of the RIKEN Ring Cyclotron Facility as of 1997. Detection points of 
residual activities along the beam lines are denoted by a-z. 

In the period from Oct. 1, 1996 to Sep. 30, 1997, 
dose rates were measured along the beam lines. The 
bulleted points a-z in Fig. 3 denote the places where 
the dose rates exceeded 50 p,Sv /h. Table 1 summarizes 

the observed dose rates with the dates on which the 
measurements were performed. The maximum dose 
rate was found to be 60 mSv/h (60,000 p,Sv/h) at the 
target chamber, denoted by the point u in Fig. 3. 
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Residual Induced-Radioactivity at the Old 160 cm Cyclotron 

Y. Uwamino, S. Ito, S. Shinohara, and K. Harasawa 

Construction of the RI Beam Factory requires the re­
moval of some of the old radiation facilities located ad­
jacent to the existing ring cyclotron. They possess an 
unsealed radioactivity-handling facility, small electro­
static accelerators, and an old 160-cm cyclotron. Only 
the last one has been already shutdown though, it is 
the most massive item and it still contains induced ra­
dioactivity. 

The 160-cm cyclotron was built in 1966, operated 
for 23 years with beams of proton to 2oNe, and was 
shutdown in April 1990. The maximum energy was 17 
MeV for protons and 160 MeV for 2oNe. The maxi­
mum beam intensity was 30 /-LA for protons and 0.3 
/-LA for 2oNe. The total weight of the magnet is 330 
tons including the coil. 1) 

For estimating the amount of radioactive waste from 
the 160-cm cyclotron, we took several samples from it, 
and measured them with a Ge detector for a gamma­
ray spectrometry. The preliminary results of the mea­
surement are shown in Table 1. 

The measured radioactivity is only 60Co for the most 
samples. However, the 55Pe and 63Ni radionuclides, 
which cannot be detected by the Ge detector, are also 
expected in the iron and copper material, respectively, 
as speculated from the decommissioning experience2) 
of the PM cyclotron at the Institute for Nuclear Study, 
University of Tokyo. The amount of 63Ni can be esti­
mated to be about 10 times higher than that of 60Co 
in copper, but the radiation toxicity is 1/40 of 60Co.3) 
Since the half life of 55Pe is shorter than 60Co and the 
radiation toxicity is 1/60 of 60Co, the effect of 55Pe can 
be neglected. 

There is no statement on the exemption limit against 
the solid waste in the Japanese law. So, we cannot 
consider any substances as non-radioactive waste if it 
contains non-negligible amount of radioactivity. Con­
sidering the amount of radioactivity in the natural rock 
or soil, the concentration of 0.2 Bq/ g of 60Co can be 
considered as non-radioactive, and the radioactivity of 
this concentration can be detected by a handy scin­
tillation survey meter. Compared with the exemption 
limit of 1 Bq/g for 60Co in the Swiss legislation which 
is adopted at CERN, our criterion may be too much 
less than the reasonable value. 
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Table 1. Residual radioactivity measured in the old 160 
cm cyclotron. 

Eosition material nuclide activit~ 

earth plate Cu oOCo 0.108q/g 

earth plate Cu 6OCo 0.12 

deflector Cu 2078i 5.23 
6.1Zn 2.10 
22Na 1.14 
6OCo 22.24 

deflector brass 6OCo 1.01 

deflector SS 6OCo 10.53 

extraction duct SS 6OCo 3.53 

extraction duct brass 6OCo 1.22 

extraction duct Fe 6OCo 0.37 

extraction duct Fe 6OCo 0.15 

diffusion pump Fe 6OCo 0.09 

Dee SS 6OCo 15.67 

Dee SS 6OCo 5.81 

resonator Fe 6OCo 0.06 

resonator SS? 6OCo 0.04 

resonator meter ferrite 6OCo 9.62 

yoke Fe 6OCo 0.4 1 

yoke Fe 6OCo 0 .83 

Eole tiE Fe 6OCo 2.52 

On our criterion, the substances excepting the earth 
plate, the diffusion pump, and the iron at resonator 
are all treated as radioactive. In general, iron and 
copper parts placed far from the beam orbit are non­
radioactive, while almost all parts of the stainless-steel 
are radioactive. 
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Yanokura, M. Aratani, K. Kimura, Y. Gohshi, and 
I. Tanihata: "Measurements of mass resolution and 
depth resolution of TOF-ERDA on a Si wafer", 44th 
Spring Meet. of Japan Society of Applied Physics 
Related Society, (Nihon Univ.), Tokyo, Mar. (1997). 

W. Hong, S. Hayakawa, K. Maeda, S. Fukuda, M. 
Yanokura, M. Aratani, K. Kimura, Y. Gohshi, and 
I. Tanihata: "Development of a high mass-resolution 
TOF-ERDA system for a wide mass range from hy­
drogen to middle heavy elements", Asianalysis IV, 
(Kyushu Univ.), Fukuoka, May (1997). 

Y. Itoh, H. Murakami, H. Takeno, S. Ushio, and T. 
Takenaka: "Positron lifetime in flouting-zone grown 
silicon wafer" ,11th Int. Conf. on Positron Annihila­
tion (ICPA-11), Kansas City, U.S.A., May (1997). 

W. Hong, S. Hayakawa, K. Maeda, S. Fukuda, M. 

Yanokura, M. Aratani, K. Kimura, Y. Gohshi, 
and I. Tanihata: "Light-element measurements in 
a metallic material using heavy-ion TOF-ERDA", 
13th Conf. of Ion Beam Analysis, (Instituto Tecno­
logico e Nuclear), Lisbon, Portugal, July (1997). 

K. Maeda, K. Hasegawa, H. Hamanaka, and M. 
Maeda: "Chemical state analysis in atmospheric air 
by high resolution PIXE" , 13th Int. Conf. on Ion 
Beam Analysis, (Instituto Tecnologico e Nuclear), 
Lisbon, Portugal, July (1997). 

H. Murakami, Y. Itoh, and A. Kinoshita: "Surface 
of porous silicon studied by positron annihilation 
spectroscopy-lifetime, doppler broadning and age­
momentum correlation", Silicon Heterostructures: 
From Physics to Devices, (Conference Chain Thomas 
Pearsall, Univ. Washington), Tuscany, italy, Sept. 
(1997). 

K. Hasegawa, S. Nakayama, H. Hamanaka, and K. 
Maeda: "Crystal spectrometer PIXE system us­
ing multi-anode PSPC" , 15th PIXE Symp. Japan, 
Takasaki, Nov. (1997). 

H. Yoshiki, K. Maeda, T. T. Inamura, A. Tonomura, 
and T. Tsuruda: "Trace element analysis of feath­
ers" , 15th PIXE Symp. Japan, Takasaki, Nov. 
(1997). 

H. Murakami, N. Onizuka, J. Sasaki, and Y. Itoh: 
"Positron annihilation in amorphous fine pow­
der", Tohoku Daigaku Kinzoku Kenkyusho Kyo­
doriyo Kenkyukai Yo dens hi niyoru Zairyo N ano Ko­
zokaiseki, Sendai, Nov. (1997). 

H. Murakami and Y. Itoh: "Positronium age-
momentum corration for material charactariza­
tion", PF Slow-Positron Facility Workshop, (KEK), 
Tsukuba, Dec. (1997). 

H. Hamanaka, A. Tonomura, N. Izukura, K. Hasegawa, 
K. Maeda, and S. Yumoto: "Chemical state anal­
ysis of Al compounds crystal spectrometer PIXE", 
16th Symp. on Materials Science and Engineering 
Research Center of Ion Beam Technology, Housei 
University, Koganei, Dec. (1997). 
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x. LIST OF SYMPOSIA 

(J an.-Dec. 1997) 

1) Symp. on Giant Resonances 
27-28 Jan., Wako, RIKEN, Cyclotron Lab. 

2) Symp. on Studies on Condensed Matter Physics, Atomic Physics, Nuclear Chemistry, 
and Biology and Medicine Using RIKEN Accelerators 
14 Feb., Wako, RIKEN, Atomic Physics Lab. 

3) Symp. on Accelerator Techniques in RI Beam Factory Project 
19 Mar., Wako, RIKEN, Cyclotron Lab. 

4) RIKEN Symp. on Bio-Trace Elements '97 
25 Mar., Wako, RIKEN, Nuclear Chemistry Lab. 

5) Symp. on RI Beam Factory and Astrophysics 
24-25 Apr., Wako, RIKEN, Computational Science Lab. and Linear Accelerator Lab. 

6) Workshop on Open Standards for Cascade Models at RHIC 
23-27 June, New York, BNL, Radiation Lab. 

7) Workshop on Perturbative QCD as a Probe of Hadron Structure 
14-25 July, New York, BNL, Radiation Lab. 

8) Workshop on Nuclear Reactions in Unstable Nuclei 
17- 18 July, Wako, RIKEN, Linear Accelerator Lab. 

9) Workshop on Hadron Helicity-Flip at RHIC Energies 
21 July-30 Aug., New York, BNL, Radiation Lab. 

10) RIKEN Int. Symp. on Bio-Trace Elements '97 (BITREL'97) 
2-4 Aug., Hachioji, RIKEN, Nuclear Chemistry Lab. 

11) Workshop on Cluster Physics in Unstable Nuclei 
5-6 Aug., Wako, RIKEN, Linear Accelerator Lab. 

12) Workshop on Non-Equilibrium Many Body Physics 
23-25 Sept., New York, BNL, Radiation Lab. 

13) 3rd INFN-RIKEN Meet. on Perspectives in Heavy Ions Physics 
13-15 Oct., Padova, Univ. of Padova & LNL, Radiation Lab. 

14) Informal Meet. on the Nuclear Equation of State 
23 Nov., Wako, RIKEN, Linear Accelerator Lab. 

15) Workshop on Mean Field in Unstable Nuclei 
25- 26 Nov., Wako, RIKEN, Linear Accelerator Lab. 

16) Symp. on Quarks and Gluons in Nucleon 
28-29 Nov., Wako, RIKEN, Radiation Lab. 

17) 14th Symp. on Atomic Physics Using Accelerators 
16 Dec., Wako, RIKEN, Atomic Physics Lab. 

18) RIKEN Symp. on Materials Science in RIKEN RI Beam Factory 
22-23 Dec., Wako, RIKEN, Nuclear Chemistry Lab. 
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XI. LIST OF SEMINARS 

(Jan.-Dec. 1997) 

Radiation Lab., Cyclotron Lab., and 
Linear Accelerator Lab. 

1) G. P. Berg, Indiana Univ. (U.S.A.), 14 Jan. 
"Experiments at 0 degree and accelerator projects 
at IUCF" 

2) W. Benenson, Michigan State Univ. (U.S.A.), 16 
Jan. 
"NSCL upgrade project" 

3) N. Christ, Columbia Univ. (U.S.A.), 29 Jan. 
"The QCDSP project and computational quan­
tum field theory" 

4) J. Meng, Technische Universitat Miinchen/­
RIKEN (Germany/Saitama), 10 Feb. 
"Halo and giant halo for nuclei near the drip-line" 

5) V. G. Soloviev, Joint Inst. for Nuclear Research 
(Dubna), 13 Feb. 
"On vibrational excitations in nuclei" 

6) T. Marumori, Tsukuba Univ. (Ibaraki), 13 Feb. 
"On band termination of nuclear collective rota­
tion" 

7) K. Amos, Univ. Melbourne (Australia), 17 Mar. 
"Fully microscopic model analysis of proton­
nucleus scattering: Elastic and discrete state in­
elastic events" 

8) N. Cindro, Ruder Boskovic Institute (Zagreb), 17 
Mar. 
"The Hanbury-Brown/Twiss effects in nuclear 
and subnuclear physics: Measuring nuclear di­
mensions by astrophysical method" 

9) G. C. Hillhouse, Stellenbosch Univ. (South 
Africa), 1 Apr. 
"Nuclear medium effects via quasielastic (p,P') 
and (f,fi) scattering" 

10) A. Gelberg, Univ. Kaln (Germany), 11 Apr. 
"The interacting boson model and mixed symme­
try status in the A = 130 mass region" 

11) Y. Utsuno, Univ. Tokyo (Tokyo), 21 Apr. 
"Nuclear structure of A rv 80 calculated by quan­
tum Monte CaIro diagonalization method" 

12) C. Samanta, Saha Institute of Nuclear Physics 
(India), 6 May 

"Elastic scattering of 11 Li" 

13) S. Kuyucak, Australian National Univ. (Aus­
tralia), 12 May 
"Vibron model: An algebraic approach to molec­
ular spectroscopy" 

14) W. T. H. van Oers, University of Manitoba 
(Canada), 16 May 
"Studies of fundamental symmetries in nuclear re­
actions" 

15) L. Va. Glozmann, Univ. of Graz (Austria), 26 
May 
"Baryons and chiral symmetry in QeD" 

16) D. Bucurescu, Institute of Atomic Physics (Ru­
mania), 27 May 
"Spectroscopy of the N = Z nuclei 52Fe and 
84Mo" 

17) K. Sumiyoshi, Computational Science lab., 
RIKEN (Saitama), 2 June 
"Explosion of a neutron star just below the mini­
mum mass: A possible site for r-process" 

18) 1. T. Cheon, Yonsei Univ. (South Korea), 4 July 
"Induced pseudoscalar coupling constant" 

19) A. B. Kurepin, Institute for Nuclear Research, 
Russian Academy of Science (Russia), 17 July 
"N arrow nuclear resonance of high excitation en­
ergies" 

20) W. Q. Shen, Shanghai Institute of Nuclear Re­
search (China), 8 Aug. 
"Azimuthal distribution and azimuthal correla­
tion and Smolukuski calculation about fission de­
lay for 10.6 MeV /u 84Kr +27 AI" 

21) H. Wollnik, Univ. Giessen (Germany), 12 Aug. 
"Mass measurements of exotic nuclei at ESR of 
the GSI" 

22) S. Nakamura, Muon Science Lab., RIKEN 
(Saitama), 26 Sept. 
"A new data acquisition system for RIKEN-RAL 
J.L-CF experiment" 

23) B. Gruber, Southern Illinois University (U.S.A.), 
29 Oct. 
"Algebraic shells and the interacting boson model 
of the nucleus" 
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24) J. Lattimer, State Univ. of New York, Stony 
Brook (U.S.A.), 21 Nov. 
"Observational constraints of the equation of 
state: Recent developments" 

25) P. Descouvemont, Free University of Bruxelles 
(Belgium), 25 Nov. 
"Light nuclear systems in a microscopic cluster 
description" 

26) E. Sthephenson, Indiana Univ. Cyclotron Facility 
(U.S.A.), 27 Nov. 
"Physics with the IUCF K600 spectrometer" 

27) 1. Katayama, Univ. Tokyo (Tokyo), 4 Dec. 
"Proposals of a new cyclotron ion guide" 

28) M. Sambataro, Catania section of the National 
Institute of Nuclear Physics (Italy), 9 Dec. 
"Boson and fermion mappings of fermion systems" 

29) Ian. S. Towner, Queen's University (Canada), 12 
Dec. 
"Isospin-symmetry breaking in Fermi beta decay 
and the determination of V ud" 

Atomic Physics Lab. 

1) T. Kambara, IS AS (Sagamihara), 17 Apr. 
"Atomic collisions studied by recoil ion momen­
tum analyses" 

2) K. Yoshino, Harvard-Smithsonian Center for As­
trophysics (U.S.A.), 17 Apr. 

274 

"The combination of a VUV Fourier-transform 
spectrometer and synchrotron radiation for molec­
ular absorption" 

3) T. M. Kojima, ISAS (Saitama), 26 June 
"4d Photoionization of lanthanide ions" 

4) M. Inokuti, Argonne National Laboratory 
(U.S.A.), 14 Nov. 
"Review of scientific research programs and orga­
nizations" 

5) S. Uramoto, ISAS (Saitama), 20 Nov. 
"Superexcited states of the hydrogen molecule" 

RI Beam Factory 

1) Y. Lin, Tsinghua Univ. (China), 18 Feb. 
"Electron linear accelerators' R&D at Tsinghua 
University" 

2) J. Vamos, Institute of Nuclear Research ATOM­
IKI (Hungary), 8 Apr. 
"Status of the new Hungarian 14.5 GHz ECR ion 
source" 

3) 1. Miura, RCNP (Japan), 21 Apr. 
"AVF Cyclotron and Ring Cyclotron in RCNP" 

4) T. T. Inamura, RIKEN (Japan), 23 Apr. 
"SPECTROSCOPY by Hantaro NAGAOKA: Pi­
oneer Nuclear-Stucture Study made at RIKEN" 

5) A. Bandyopadhay, VECC (India), 23 June 
"Design of Variable-frequency IH-Linac for CSM" 

6) S. Biri (Institute of Nuclear Research/Hungary), 
14 Nov. 
"Recent Improvements on the ATOMKI 14.5 and 
on the RIKEN 18 GHz ECRIS" 



XII. LIST OF PERSONNEL 

RIKEN Accelerator Research Facility 
ISHIHARA Masayasu 15 '* iE * (Facility Director) 
AMBE Fumitoshi $:: g.~ )( fit (Vice Facility Director) 
YANO Yasushige *- lff $:: I (Vice Facility Director) 

Linac Division 
CHIBA Toshiya -+ ~ ;f1J ~ 
IKEZAWA Eiji rtf! rR ?If = 
KOHARA Shigeo IJ, '* I ::k 

Ring Cyclotron Division 
FUJITA Jiro ~ H3 = ~~ 
IKEGAMI Kumio rtf!LjL=~ 
KAGEYAMA Tadashi ~ LlJ IE 
KASE Masayuki 110 11{ ~ Z 
KUBO Toshiyuki ~ {;~ fit ¥ 
NAKAGAWA Takahide q:t Jil :2f. ~ 
OKUNO Hiroki ~ If It tit 
YOKOYAMA Ichiro ;fl LIJ - ~~ 

Experimental Support Division 
ICHIHARA Takashi m}Jj( ¥ 
KANAI Yasuyuki i: jf * Z 
KUMAGAI Hidekazu ~~;e. ~ fo 
MORITA Kosuke ~ H3 i1!f 1r 
YATAGAI Fumio ~H3Jl)(~ 

Radioisotope Facilities Division 
AMBE Fumitoshi $:: g:~ )( fit*1 

Radiation Protection Group 
FUJITA Shin ~ 83 fJT*1 

NAKAJIMA Shunji q:t Jifb ~* = 
Administration Division 

NAKAMURA Toshiko q:t t-t c L r 
NUMATA Shigeo rB H3 a: ~ 

Steering Committee 
AM BE Fumitoshi $:: g:~ X fit 
GOTO Akira 1~ ~ ~ 

ISHIHARA Masayasu 15 '* iE * 
KATSUMATA Koichi M1 X ffJL -
MATSUOKA Masaru t~ WiJ M1 
MIYAZAWA Yoshitoshi '§ rR {* fit 
NAKANISHI N oriyoshi q:t 1!§' if.2. % 
TAKAMI Michio ~ J! ~ ~ 
YAGI Eiichi )\ * * -
YANO Yasushige *- lff $:: I 
YOSHIDA Shigeo E H3 a: ~ 

*1 Group Leader, *2 Manager, *3 Chairperson 

HEMMI Masatake ~ J! i& m: 
KASE Masayuki 110 ~ ~ Z 
MIYAZAWA Yoshitoshi g ¥R {* fit*1 

GOTO Akira 1~ ~ ~*1 
INABE Naohito fIB:ill ~ A 
KAMIGAITO Osamu L:m;;'1~­
KOHARA Shigeo IJ,}Jj( I ~ 
NAGASE Makoto * iIi [6l 
OGIWARA Kiyoshi ~ '* ~~ 
SAKAMOTO Naruhiko :!& * JrZ ~ 

KAMBARA Tadashi t$ '* iE * 1 

KOBAYASHI Toshio Ij, * ft 1$ 
MATSUZAKI Teiichiro t~Jh&jfjt-~~ 

WATANABE Yasushi ill jI '* 

KOBAYASHI Yoshio Ij, * ft ~ 

ITO Sachiko -@t ~ ff r 
UWAMINO Yoshitomo L a ft H}j 

NISHIGUCHI Fumiyoshi 1!§' D · X W*2 

AONO Masakazu W lff IE fD 
HANAOKA Fumio 1E WiJ X 1$ 
KAMBARA Tadashi t$ '* iE 
KOBAYASHI Toshio Ij, * ft 1$ 
MATSUZAKI Teiichiro t~Jh&jf~-~~ 
NAGAMINE Kanetada 71<. ~ ~ ,'it', 
NISHI G U CHI Fumiyoshi 1!§' 0 )( #& 
TANIHATA Isao ;e. iHl ~ ~*3 
YAMAZAKI Yasunori LIJ Ib~ * m. 
YATAGAI Fumio ;e.83JlX~ 
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Scientific and Engineering Personnel 

RI Beam Factory Project Office 
ENOMOTO Shuichi II * 3% _*1 
INABE Naohito *18 ill foj A 

IKEGAMI Kumio nE.1:-JL=~ 
KAMIGAITO Osamu 1:m)t1-f~­
KUBO Toshiyuki ~ 1* fib. ¥ 
OKUNO Hiroki ~ If Jt. flt 

KIM Jong Won ~ ~ 5t*1 
OHNISHI Jun-ichi "* [9 *if! -
SAKAMOTO Naruhiko j£ * nX: !¥i 
WAKASUGI Masanori E # J§ ~ 

TAN ABE Toshiya IE ill fU!l. -m 
YANO Yasushige ~ If 17: £*2 

*1 Contract Researcher, *2 Head 

Cosmic Radiation Laboratory 
KATO Hiroshi 110 Hi t-f 
YOSHIDA Atsumasa ::g IE ~ lE 

KOHNO Tsuyoshi iar If ~ 

(Visitors) 
GOKA Tateo Ii * }t j(, (NASDA) 
HASEBE Nobuyuki ~~Jr~f~1-r (Fac. Gen. Educ., Ehime Univ.) 
KASHIWAGI Toshisuke 18 * llJ 11'" (Fac. Eng., Kanagawa Univ.) 
KATO Chihiro 110 Hi T ~ (Fac. Sci., Shinshu Univ.) 
MATSUMOTO Haruhisa tl * BN ~ (NASDA) 
MUNAKATA Kazuoki * it - ~ (Fac. Sci., Shinshu Univ.) 
MURAKAMI Hiroyuki f1" 1: 115- Z (Fac. Sci., Rikkyo Univ.) 
NAGATA Katsuaki 7k E8 MJ SA (Fac. Eng., Tamagawa Univ.) 
NAKAMOTO Atsushi ~ * i.!f (Fac. Sci., Rikkyo Univ.) 
TAKASHIMA Takeshi ~ Ii!!i 1l (Fac. Sci. Eng., Waseda Univ.) 
YAMAGIWA Iwao LlI ij:Pi Mf (Tobu High School) 
YANAGIMACHI Tomoki 1~P my ~J3 it (Fac. Sci., Rikkyo Univ.) 

(Students) 
HOSHIDA Takashi £ IE ";=E; (Grad. Sch. Fac. Sci., Nagoya Univ.) 
MIYASAKA Hiromasa g j£ 115- lE (Grad. Sch. Sci. Eng., Saitama Univ.) 

Cyclotron Laboratory 
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AKIYOSHI Hiromichi f}( E ~ :7E*1 
FUJITA Jiro Hi IE = e~ 
FUKUNISHI Nobuhisa t~ [9 ~ foj*3 
HIRUNUMA Rieko ft¥~llJiIT*5 
ITO Sachiko Whiff: T 
KAGEYAMA Tadashi J3 LlI lE 
KATAYAMA Takeshi Jt LlI it: PJ*6 
KOHARA Shigeo IJ, JJj( £ j(, 
MORITA Kosuke ~ IE 115- 11'" 
NAKAGAWA Keiko I=f:l JII ~ T*l 
NAKAJIMA Shunji I=f:l Ii!!i ~$ = 
OHNISHI Tetsuya "* i!9 14f ~*2 
SUZUKI Toshio &f; * fib. ~ *6 
TAKANAKA Masao ~ f$ 1& **3 
UESAKA Tomohiro 1: j£ 1J:. i$ * 1 

WADA Takeshi *0 IE ftl*4 
YANO Yasushige ~ If q;; £*7 

ARIGA Takehiro :fr N ~ tf*2 
FUJITA Shin Hi IE *'f 
GOTO Akira 1& Hi ~*4 
ISHIDA Satoru ::0 IE '1~*1 
IWASA N aohito :E 1ft ~ f= * 1 

KASE Masayuki 110 ~ J§ Z 
KIDERA Masanori * ~ lE **5 
KUROKAWA Meiko ]l)ll ~ 1-*1 
NAGASE Makoto ffi: it IDit 
NAKAGAWA Takahide I=f:l JII ~ ~ 
OGIWARA Kiyoshi ~ JJj( 1w 
OTSUKA Takaharu "* ~ ~ 15'*6 
TAGAYA Yu ~110~ tt*2 
UCHIYAMA Koji I*J LlI 115- ;=E;*2 
UTSUNO Yutaka *t-~If ~*2 
YAMAJI Shuhei LlI l1:a f~ If*4 
YOKAYAMA Ichiro ;fl LlI - e~ 

*1 Special Postdoctoral Researcher, *2 Junior Research Associate, *3 Contract Researcher, 
*4 Senior Scientist, *5 Postdoctoral Researcher, *6 Senior Visiting Scientist, *7 Chief Scientist 



(Visitors) 
ABE Yasuhisa ~iiJ ~~ $)... (Yukawa Inst. Theor. Phys., Kyoto Univ.) 
ABURAYA Takashi i!H ~ * ~ (NASDA) 
ARAKAWA Kazuo 5TE JII ~D ~ (JAERI, Takasaki Rad. Chern. Res. Estab.) 
BABA Shinji .~ ~ g * (NASDA) 
BANDYOPADHYAY Arup (Variable Energy Cycl. Cent., India) 
BANDYOPADHYAY Tapas (Variable Energy Cycl. Cent., India) 
BANERJEE Vaishali (Variable Energy Cycl. Cent., India) 
BATYGIN Yuri (Elect. Phys. Dept., Moscow Eng. Phys. Inst., Russia) 
BHATTACHAYA Sankar (Variable Energy Cycl. Cent., India) 
BIRI Sandor (ATOMKI, Hungary) 
CHAKRABARTI Alok (Variable Energy Cycl. Cent., India) 
CHATTOPADHYAY Subrata (Univ. Texas, Arlington, U.S.A.) 
DATE Schin #t j! {$ (JASRI) 
DINH DANG Nguen g ~ ~3C (Inst. Nucl. Sci. Tech., Vietnam Atom Ener. Com., V~etnam) 
EJIRI Hiroyasu rI JK 7.i ~ (Fac. Sci., Osaka Univ.) 
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FUTAMI Yasuyuki = ~ '* Z (N.LR.S.) 
GOKA Tateo 11. * }t ~ (NASDA) 
GRUBER Bruno (Tech. Univ. Clausthal, Germany) 
GU Wei (Inst. Modern Phys., Academia Sinica, China) 
HAMA Hiroyuki i~ Jt. ¥ (I.M.S.) 
HARADA Toru JJj{ B3 ~~ (Sapporo Gakuin Univ.) 
HASHIMOTO Miwa m * ~ ~D (NASDA) 
HASHIMOTO Osamu m * iEl (Fac. Sci., Tohoku Univ.) 
HATANAKA Kichiji ~ffi 9J E iEl (RCNP, Osaka Univ.) 
HATSUKAWA Yuichi *JJ JlI Ai - (JAERI, Tokai Res. Estab.) 
HATTORI Toshiyuki mt ~~ f3e ¥ (Res. Lab. Nucl. React., Tokyo Inst. Technol.) 
HAYANO Ryugo !f!. ~ Wi 11. (Fac. Sci., Univ. Tokyo) 
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HIROSE Takayuki Jt. ~ ¥f. ¥ (N ASDA) 
HONMA Michio * rB~ ~ Ai (Aizu Univ.) 
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HOSONO Kazuhiko *Hl ~ ~D"& (Dept. Eng. Sci., Himeji Inst. Tech.) 
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IKEDA Akitsu nP. 83 t'<?$ (Shizuoka Inst. Sci. & Tech.) 
IKEDA Kiyomi nP. B3 ~t ~ (Fac. Sci., Niigata Univ.) 
IKEDA Nobuo at! B3 i$::K (Fac. Sci., Kyushu Univ.) 
IKEZOE Hiroshi at! i~ tt (JAERI, Tokai Res. Estab.) 
IMAI Kenichi A, it ~ - (Fac. Sci., Kyoto Univ.) 
IN AMURA Takashi T. fiE ~t ~ (Former Staff of RIKEN) 
INOUE Makoto it 1: {'g (Inst. Chern. Res., Kyoto Univ.) 
ISHIZUKA Takeo E ~ it ~ (Fac. Sci., Saitama Univ.) 
ITO Yasuo #t Hi ~ ~ (Atomic Energy Res. Cent., Univ. Tokyo) 
ITO Yoshiko #t * 7i -=f (Adv. Res. Inst. Sci. & Eng., Waseda Univ.) 
IWAMOTO Akira :fi * BB (JAERI, Tokai Res. Estab.) 
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IWASHITA Yoshihisa :E r 7i ~ (Inst. Chern. Res., Kyoto Univ.) 
IZUMOTO Toshiaki jjt * flJ ii! (ColI. Sci., Rikkyo Univ.) 
JEONG S. C. (High Energy Accel. Res. Organization) 
JIN Weigou ~ m 00 (Pac. Sci., Toho Univ.) 
KAMIMURA Masayasu 1:. ff iE 8Jt (Fac. Sci., Kyushu Univ.) 
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KAWAGUCHI Takeo )1\ 0 m: ~ (Mitsubishi Electric Co., Ltd.) 
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ORIHARA Hikonojyo ~W-~ZzjS (Cycl. Radioisot. Cent., Tohoku Univ.) 
OSHIMA Masumi *- ~ ~ M (JAERI, Adv. Sci. Res. Cent.) 
OTSUKA Takaharu * ~ "If- 1S (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
PENIONJKEVITCH Yuri (Flerov Lab. Nucl. Reactions, JINR, Russia) 
SAGAWA Hiroyuki 1:t}l1 ~t. =$ (Cent. Mathematical Sci., Aizu Univ.) 
SAKAGUCHI Harutaka ~ D 1S ~ (Fac. Sci., Kyoto Univ.) 
SAKAI Mitsuo ~ # 7t::K (Univ. Tokyo) 
SAKURAGI Hiroyuki t~ * ~t. Z (Fac. Sci., Osaka City Univ.) 
SATO Hiroshi ftc ni !It (Seikei Univ.) 
SATO Hikaru ftc ni B~ (KEK) 
SCHAEFER Markus (Physicalisches Inst., Goettingen Univ., Germany) 
SCHMIDT-OTT Wolf-Dieter (Physicalisches Inst ., Goettingen Univ., Germany) 
SHIBATA Toshiaki ~ ill llJ I¥J (Fac. Sci., Tokyo Inst. Technol.) 
SHIMIZU Hajime 1. * • (Fac. Sci., Yamagata Univ.) 
SHIMIZU Yoshifumi 1. * '&)C (Fac. Sci., Kyushu Univ.) 
SHIMODA Tadashi T ill 1£ (Grad. Sch. Sci., Osaka Univ.) 
SHIMOURA Susumu T?ffl ~ (ColI. Sci., Rikkyo Univ.) 
SIGNORINI Cosimo (Phys. Dept., Univ. Padova, Italy) 
SUGAWARA Masahiko 'if JJ?: ~ ~ (Chiba Inst. Technol.) 
SUZUKI Masayo ~fl * ~ itt (JASRI) 
SUZUKI Yasuyuki ~fl * li Z (Fac. Sci., Niigata Univ.) 
TAJIMA Yasuhisa ill ~ ~fi ~ (Cycl. Radioisot. Cent., Tohoku Univ.) 
TAKADA Eiichi ~ 83 * ~ (Natl. Inst. Radiol. Sci.) 
TAKAHASHI Noriaki i@j tl )I I¥J (Grad. Sch. Sci., Osaka Univ.) 
TAKAHASHI Tadayuki ~ tl ,~, =$ (Inst. Space and Astronautical Sci.) 
TAKIGAWA Noboru ~~ JII jt (Grad. Sch. Sci., Tohoku Univ.) 
TANAKA Masahiko 83 9=t ~ ~ (Inst. Nucl. Study, Univ. Tokyo) 
TANOKURA Atsushi ill~~ ft (Fac. Sci. Technol., Sophia Univ.) 
TERAKAWA Atsuki ~}II" 't (Cycl. Radioisot. Cent., Tohoku Univ.) 
THOMPSON Ian Joseph (Phys. Dept., Univ. Surrey, U.K.) 
TOKI Hiroshi ±!ij: t.f (Res. Cent. Nucl. Phys., Osaka Univ.) 
TOYOKAWA Hidenori -=- JII 1§ WII (JASRI) 
UENO Hideki J:. ~ 1§ 't (Lab. Nucl. Studies, Fac. Sci., Osaka Univ.) 
UNO Masahiro * If lE 9i (Ministry Edu., Sci. Culture) 
WAKAMATSU Masashi t= t~ lE ~ (Lab. Nucl. Studies, Fac. Sci., Osaka Univ.) 



WU Heyu R {[] * (Inst. Mod. Phys., Acad. Sinica, China) 
YAMAMOTO Sukeyasu L.IJ * ~t Ji~ (Fac. Sci. Technol., Sophia Univ.) 
YAMANISHI Teruya L.IJ [§ ~ -ti1. (Fac. Eng., Fukui Univ. Technol.) 
YOSHINAGA Naotaka E 7k raJ 'if. (Fac. Sci., Saitama Univ.) 
YOSOI Masaru ~~if 11 (Fac. Sci., Kyoto Univ.) 
ZHOU Xiao Hong mJ IJ-. *1 (Inst. Mod. Phys., Acad. Sinica, China) 

(Students) 
AOI Nori 1f if ~ (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
FUJIOKA Hiroyuki Hi Wi] tf ¥ (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
FUKAI Atsushi i* if ~ (CoIl. Sci., Rikkyo Univ.) 
FUKUDA Naoki fi ill ~:fij (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
FUKUSAKA Shoichi fi ~ ~q - (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
GOMI Tomoko Ii ~ HJI -=f (CoIl. Sci., Rikkyo Univ.) 
HAYASHIGAKI Arata ;ft m ~ (Fae. Sci., Niigata Univ.) 
HIGURASHI Yoshihide 8 ~ :f$ ~ (CoIl. Sci., Rikkyo Univ.) 
HIRAI Masanori ~ if iE ii':2. (Fac. Sci., Saga Univ.) 
HIROSHIMA Tomotsugu 1Ji ~,~ 17:. *! (ColI. Sci., Rikkyo Univ.) 
HISANAGA Isamu ~ 7k ~ (CoIl. Sci., Rikkyo Univ.) 
HORIKAWA Hirotsugu #iIl)l[ tf HRm (Fae. Human Development, Kobe Univ.) 
IMAI Nobuaki 4'- if 1$ BJ3 (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
ITO Kazuya #t Ki {[l -ti1. (Grad. Seh. Sci., Tohoku Univ.) 
IWASAKI Hanako :!fi ~~ • -=f (CoIl. Sci., Rikkyo Univ.) 
IWASAKI Hironori :!fi 1iJ~ "5]" ~ (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
IWATA Yoshiyuki :!fi ill 1* Z (CoIl. Sci., Rikkyo Univ.) 
KIJIMA Takeshi -* ~ 3t (CoIl. Sci., Rikkyo Univ.) 
KOBAYASHI Hiroshi IJ-.;ft • (CoIl. Sci., Rikkyo Univ.) 
KOREKI Taku ~ * ~ (CoIl. Sci., Rikkyo Univ.) 
MATSUZAKI Keiichi tl' 1iJ~ ~ - (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
MINEMURA Toshiyuki '* tt ~ 1T (CoIl. Sci., Rikkyo Univ.) 
MIYAKE Mami =::.t J,ff ~ (Fac. Sci., Kyushu Univ.) 
MIYAMA Masanori i* W 1£ *2. (Fae.Sci., Saga Univ.) 
MIZUMURA Yuuki * tt rfr ~c (Fac. Sci., Tokyo Inst. Technol.) 
MOTOMURA Shinji * tt f~ is (Fae. Sci., Kyushu Univ.) 
NAGAKURA Masaki ~ it iE:fij (Fac. Sci., Tokyo Inst. Teehnol.) 
NAGAOKA Satoshi ~ Wi] 'f! 5t: (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
NAKADA Yoko t:p ill r; -=f (Fae. Sci., Kyoto Univ.) 
NAKAMURA Shinichirou t:pftlt-a)j (CoIl. Sci., Rikkyo Univ.) 
NAKANO Joe t:p ~ ~ (Cent. Nuel. Study, Univ. Tokyo) 
NISHIKAWA Miyuki 1m)1[ ~ ¥ (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
NISHIO Teiji 1m ~ t~ is (Coll. Sci., Rikkyo Univ.) 
NISHIYAMA Naoki 1m W TIl fij (Fac. Sci., Niigata Univ.) 
NONAKA Takamasa If t:p 19t iE (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
NOZAWA Takeo If i' * ~ (Fac. Sci., Tokyo Inst. Technol.) 
OGAWA Hiroshi IJ-.)I[ tf HRm (Fae. Sci., Tokyo Inst. Technol.) 
ONISHI Kazuaki -};:. 1!§' -~;g (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
OONISHI Tetsuya "* 1!§' tr ~ (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
SAISHU Souichi ~ § ;t± - (Fae. SeL, Tokyo Inst. Teehnol.) 
SAITO Yoshitaka ~ Ki 7'i ~ (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
SAKAI Hiroshi t! if i$ (ColI. Sci., Rikkyo Univ.) 
SAKUMA Tai f1:~ra' ~ (Fac. Sci., Tokyo Inst. Teehnol.) 
SATO Yoshiteru fiE Ki ~ *' (Dept. Phys., Grad. Seh. Sci., Univ. Tokyo) 
SATO Hiroki f1: Hi tf *2. (Fac. Sci., Kyoto Univ.) 
SEKIGICHI Kimiko ~ 0 f= -=f (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
SERATA Masaki i!t.&ill~* (CoIl. Sci., Rikkyo Univ.) 
SHIBATA Masataka ~ ill ~ ~ (Fae. Sci., Kyushu Univ.) 
SUZUKI Mitsuharu £1l * 7t Bff (CoIl. Sci., Rikkyo Univ.) 
SUZUKI Ken £1l * ~ (Fae. Sci., Tokyo lnst. Teehnol.) 
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SUZUKI Takayuki if] * ~ ¥ (Fac. Sci., Tokyo Inst. Technol.) 
TAKAHASHI Makoto ~ tit IDa (CoIl. Sci., Rikkyo Univ.) 
TAKEUCHI Satoshi m: r*J ~f@ (CoIl. Sci., Rikkyo Univ.) 
TANAKA Fuyuhiko 83 9J ~ ~ (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
TANIGUCHI Etsuji ~ D tR. 9:. (Fac. Sci., Tokyo Inst. Technol.) 
TANIMOTO Sayaka ~:+ ~ f! (Fac. Sci., Grad. Sch. Sci., Osaka Univ.) 
TATSUKI Masayuki E8 [)it ~ ¥ (CoIl. Sci., Rikkyo Univ.) 
TSUDA Masaki ?f: 83 JJ. tit (Fac. Sci., Tokyo Inst. Technol.) 
TSUTSUMI Takeshi ~ IMJU ~ (Fac. Sci., Kyushu Univ.) 
TUCHIDA Hideo ± 83 ":Ji:. ~ (Fac. Sci., Kyushu Univ.) 
UCHIYAMA Yasuhito r*J ill m 1= (Fac. Sci., Tokyo Inst. Technol.) 
WATANABE Hiroshi Vi jI Jl (Fac. Sci., Kyushu Univ.) 
XIAO Mei Gin J:!f ~ ~ (Grad. Sch. Sci., Univ. Tokyo) 
YAKO Kentaro ~rQ]~::k~~ (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
YAMANE Tomoki ill 1l %J:fit (Fac. Sci., Tokyo Inst. Technol.) 
YOKOYAMA Go ;fl ill IMJIJ (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
YONEDA Kenichiro *83.-~~ (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
YOSHIDA Takufumi E 83 ~ 9:. (Dept. Phys., Grad. Sch. ScL, Univ. Tokyo) 
YOSHIMI Akihiro E J! ~ i$ (Fac. ScL, Tokyo Inst. Technol.) 
ZHANG Lin Feng ~ 1* UJ~ (Fac. Sci., Tokyo Inst. Technol.) 

Atomic Physics Laboratory 
ANDO Kozo !:Ji jfi IMJU -= 
IGARASHI Akinori .li+il~~1j 
KANAI Yasuyuki 3Ti it 1* Z 
KOJIMA Takao M. /J~ ~ ~ :1: 

AWAYA Yohko ¥ ~ ~ .:r*1 
KAMBARA Tadashi 1~ mt 1£ *2 
KITAJIMA Masashi ~t Jiib ~ 9:. 
MARTINSON Indrek*3 
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NAKAI Yoichi 9=J # !Wi -
NISHIMURA Tamio @ ft .a: ::!J5 

o URA Masaki *- 7m 1£ fftt 
SCHMIDT-BaCKING Horst*3 
THURIEZ Sebastien *4 
YAMAZAKI Yasunori ill ~~ ~ m * 1 

NISHIDA Masami 1!§" 83 ~ ~ 
NYSTROM Bosse*4 
OYAMA Hitoshi *- ill ~ 
SHIMAMURA Isao ~ ft ~*2 
URAMOTO Seiichi iffl:+ ~ -

*1 Chief Scientist, *2 Senior Scientist, *3 Eminent Scientist, *4 Visiting Researcher 

(Visitors) 
ACHLER Matthias (Inst. Kernphysik, Univ. Frankfurt, Germany) 
AMUSIA Miron Ya (A. F. loffe Phys. Chern. Inst., Russia) 
AZUMA Toshiyuki * ~ iT (Grad. Sch. Arts & Sci., Univ. Tokyo) 
CHIMI Yasuhiro %I J! m"5L. (JAERI, Tokai Res. Estab.) 
DePAOLA Brett D. (Kansas State Univ., U.S.A.) 
FENG Xin (Dept. Phys., Univ. Ottawa, Canada) 
FUJIMA Kazumi jfi rdj - ~ (Fac. Eng., Yamanashi Univ.) 
FUKUDA Hiroshi f;W; 83 * (Sch. Administration and Informatics, Univ. Shizuoka) 
HARA Shunsuke mt ~ 1r (Dept. Gen. Educ., Tsukuba CoIl. Technol.) 
HINO Ken-ichi B if. - (Dept. Appl. Phys. Chern., Univ. Electro-Commun.) 
HIRAYAMA Takato f ill ~ A (Dept. Phys., Gakushuin Univ.) 
HULDT Sven (Lund Inst. Technol., Lund Univ., Sweden) 
HUTTON Roger (Lund Inst. Technol., Lund Univ., Sweden) 
ICHIMURA Atsushi rtf ft if (Inst. Space and Astr. Sci.) 
ISHII Keishi 15 #- JJ! Z (Dept. Eng. Sci., Kyoto Univ.) 
ISHIKAWA Norito n}ll 1* A (JAERI, Tokai Res. Estab.) 
ITOH Akio fJt jfi fj( ::!J5 (Fac. Eng., Kyoto Univ.) 
ITOH Yoh fJt jfi ~ (Fac. ScL, Josai Univ.) 
IWASE Akihiro :fi liI1Ji ~ * (JAERI, Tokai Res. Estab.) 
KANEKO Shinichi ~.:r iJfi. - (Fac. Sci., Tokyo Inst. Technol.) 
KAWATSURA Kiyoshi jll 00 7i (Fac. Eng. Design, Kyoto Inst. Technol.) 



KIMURA Masahiro * f1 lE. fJ{ (Kochi U niv. Technol.) 
KIMURA Mineo * f1 * ~ (The Sch. Allied Health Sciences, Yamaguchi Univ.) 
KNUDSEN Helge (Univ. Aarhus, Denmark) 
KOBAYASHI Nobuo IJ~ ** f~ ~ (Dept. Phys., Tokyo Metrop. Univ.) 
KOHARA Takao IJ~ JJ?- q:. ~ (Fac. Sci., Himeji Inst. Technol.) 
KOIKE Fumihiro IJ~ it!! X tf (Sch. Med., Kitasato Univ.) 
KOIZUMI Tetsuo IJ~ jjt ~ ~ (Dept. Phys., Rikkyo Univ.) 
KOMAKI Ken-ichiro IJ~4t.fiJf~~~ (Grad. Sch. Arts & Sci., Univ. Tokyo) 
KOWARI Kenichi IJ~ ~tl • ~ (Dept. Appl. Phys. Chern., Univ. Electro-Commun.) 
KUROKI Kenro m * • ~~ (Natl. Res. Inst. Police Sci.) 
KUROTA Naoshi !¥A EB ~;=G; (JAERI, Tokai Res. Estab.) 
MATSUO Takashi t~ ~ * (Dept. Pathol., Tokyo Med. Dent. Univ.) 
MATSUZAWA Michio {J} i' J.m ~ (Dept. Appl. Phys. Chern., Univ. Electro-Commun.) 
MITAMURA Tohru =:EBf1 mt (Fac. Eng., Himeji Inst. Technol.) 
MIZOGAWA Tatsumi i#.) II 10C E (N agaoka ColI. Technol.) 
MOHRI Akihiro =e 5f1J gJ3 tf (Fac. Integrated Human Studies, Kyoto Univ.) 
MUKOYAMA Takeshi rQJ LlJ ~ (Inst. Chern. Res., Kyoto Univ.) 
NAKAMURA Masato ~ f1 lE. A (ColI. Sci. Technol., Nihon Univ.) 
NISHIDA Nobuhiko W 133 f~ ~ (Fac. Sci., Tokyo Inst. Technol.) 
OHTANI Shunsuke '* ~ ~ 1r (Inst. Laser Sci., Univ. Electro-Commun.) 
OKAYASU Satoru ItuJ 1X ,t! (JAERI, Tokai Res. Estab.) 
OKUNO Kazuhiko ~ ff *0 ~ (Dept. Phys., Tokyo Metrop. Univ.) 
SAKATA Hideaki ~ EB !R: gJ3 (Fac. Sci., Tokyo Inst. Technol.) 
SAKURAI Makoto t;: # ~ (Fac. Sci., Kobe Univ.) 
SATO Hiroshi ftc Hi 1{5 9:. (Fac. Sci., Ochanomizu Univ.) 
SATOH Kazuhiko ~ jji ~ ~ (Fac. Sci., Tokyo Inst. Technol.) 
SATOH Yukinori ftc Hi ¥ ~ (Res. Inst. Sci. Meas., Tohoku Univ.) 
SEKIOKA Tsuguhisa ~ ItuJ ifflm IJ\ (Fac. Eng., Himeji Inst. Technol.) 
SHIBATA Hiromi ~ EB rfi ~ (Res. Cent. Nucl. Sci., Univ. Tokyo) 
SHIMA Kunihiro ~ ~~ tf (Tandem Accel. Cent., Univ. Tsukuba) 
SHIMAKURA Noriyuki ~ if ~ Z (Fac. Sci., Niigata Univ.) 
SOEJIMA Kouichi iU ~ 1{5 ~ (Fac. Sci., Niigata Univ.) 
SUZUKI Isao ~fl * JjJ (Electrotech. Lab.) 
TAKAYANAGI Toshinobu ~ ~~p ~ ~ (Dept. Phys., Sophia Univ.) 
TAWARA Hiroyuki ~ tf Z (Natl. Inst. Fusion Sci.) 
TERASAWA Mititaka ~ i' 'fmj q:. (Fac. Eng., Himeji Inst. Technol.) 
TO SHIMA Nobuyuki p ~~ f~ ¥ (Inst. Appl. Phys., Univ. Tsukuba) 
WAKIYA Kazuyoshi Bbb ~ ~ ~ (Dept. Phys., Sophia Univ.) 
WATANABE Shinichi iJi illf~ ~ (Dept. Appl. Phys. Chern., Univ. Electro-Commun.) 
YAGISHITA Akira ;WP T gJ3 (KEK) 
YODA Jun it( IE i~ (Natl. Res. Lab. Metrol.) 
YOSHINO Masuhiro E ff ~ '51.. (Lab. Phys., Shibaura lnst. Technol.) 
ZOU Yarning §B li gJ3 (Shanghai Jiao Tong Univ., China) 

(Students) 
CHIBA Daisuke + ~~ '* 1r (Dept. Phys., Sophia Univ.) 
FAN Xiao Jun ~ ~ ,ti: (Fac. Eng., Himeji Inst. Technol.) 
FUJINO Atsushi Hi ff *1 (Dept. Phys., Rikkyo Univ.) 
HORI Masaki #ill lE. *it (Dept. Phys., Grad. Sch. Sci., Univ. Tokyo) 
ICHIOKA Toshiyasu m ItuJ *IJ '* (Grad. Sch. Arts & Sci., Univ. Tokyo) 
ITO Akira W Hi If';@ (Dept. Phys., Rikkyo Univ.) 
IWAI Yoshio :E # .& ~ (Grad. Sch. Arts & Sci., Univ. Tokyo) 
KAMEl Takehito ~ # it {= (Dept. Phys., Sophia Univ.) 
KAWAE Sotaro JIl¥I*::t:~~ (Dept. Eng. ScL, Kyoto Univ.) 
KIMURA Yasuyuki * f1 $ Z (Dept. Eng. Sci., Kyoto Univ.) 
MATSUSHIMA Hiroshi {J} ~ rt (Grad. Sch. Arts & Sci., Univ. Tokyo) 
NAKANO Tomohide frp If 17:. ~ (Dept. Eng. Sci., Kyoto Univ.) 
ONO Yasuhiro IJ~ ff ~ '51.. (Fac. Sci. Tokyo lnst. Technol.) 
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SUGIYAMA Yukiko :f~ L.iJ ~ -=f (Dept. Phys., Sophia Univ.) 
TAGUCHI Yoshio B3 0 ~ tl (Fac. Sci., Tokyo Inst. Technol.) 
TSUCHIDA Hidetsugu ± EE *.;x (Fac. Eng., Kyoto Univ.) 
YAMASHITA Kenya L.iJ T !t ijlt (Dept. Phys., Grad. Sch. Sci, Univ. Tokyo) 

Muon Science Laboratory 
FU JITA Ayumi 8i B3 J;y ~ h-* 1 

HIGEMOTO Wataru f~ * 8*1 
KADONO Ryosuke r~ mt .& ~ 
KRISHN AMURTHY Vemuru *2 
MATSUZAKI Teiichiro l1}~fJrrtn~~*4 
NAKAMURA Satoshi N. 9J fj =rg­
STRASSER Patrick*1 
WIDMAN Eberhard*6 

FUKAYA Atsuko ?* ~ ~.t -=f*1 
ISHIDA Katsuhiko E B3 M1 ~ 
KOYAMA Akio /J'\ L.iJ BE til 
MACRAE Roderick M. *3 
NAG AMINE Kanetada 71<. ~ ~ ,'i!;,*5 
PRATT Francis L.*2 
WATANABE Isao Vi jl :rj; til 
YAGI Eiichi )\ * * _*4 

*1 Special Postdoctoral Researcher, *2 Visiting Researcher, *3 Riken Fellow, 
*4 Senior Scientist, *5 Chief Scientist, *6 STA Fellow 

(Visitors) 
AKIMITSU Jun tic 7t *4! (ColI. Sci. Eng., Aoyama Gakuin Univ.) 
ASAI Kichizo i~ * E Ii (Univ. Electro-Commun.) 
DAS Prasad Tara (Dept. Phys., State Univ. New York, Albany, U.S.A.) 
HASHIMOTO Masashi til * ~ 9: (JAERI, Tokai Res. Estab.) 
KATO Mineo 110 8i * ~ (JAERI, Tokai Res. Estab.) 
KINO Yasushi * mt "* it (Fac. Sci., Tohoku Univ.) 
KUROSAWA Kiyoyuki !'fA ~R iN q-y (JAERI, TOkai Res. Estab.) 
MATSUSHITA Akira lJ} T ~ (Contract Researcher) 
MIYAKE Yasuhiro =::t '* tf (KEK) 
NISHIDA Nobuhiko 1!B EE 18" ~ (Fac. Sci., Tokyo Inst. Univ.) 
NISHIYAMA Kusuo 1!B L.iJ ~ ~ (KEK) 
PRATT Francis Laurence (Dept. Phys., Univ. Oxford, U.K.) 
SHIMOMURA Koichiro Tfjr15--~~ (KEK) 
SAKAMOTO Shinichi ~ 7C !It - (KEK) 
TANASE Masakazu 1M l'i 1£ fo (JAERI, Tokai Res. Estab.) 
TORIKAI Eiko ,~. ~ -=f (Fac. Eng., Yamanashi Univ.) 

(Students) 
KAWAMURA Naritoshi iilT fj 1& Il (Fac. Sci., Univ. Tokyo) 
OOHIRA Seiko * ifZ ~ -=f (JKA) 
SASAHARA Takafumi ti)Jj( ~;t (Fac. Sci. Eng., Chuo Univ.) 
TOYODA Akihisa :a EE ~ ~ (Fac. Sci., Univ. Tokyo) 

Magnetic Materials Laboratory 
KATSUMATA Koichi M1 X {fli. _*1 

OKADA Takuya ItrrJ EE !j[ t!1*2 
MATSUDA Masaaki t} EE ~ ~ 
TATARA Gen ~.Ix.& ij*3 

*1 Chief Scientist, *2 Senior Scientist, *3 Visiting Researcher 

Computational Science Laboratory 
EBISUZAKI Toshikazu ~ ~~ ~ _*1 
SHIMIZU Tetsuya iN *- £t t!1 *2 

MIURA Hitoshi =: iii 
SUMIYOSHI Kousuke 

*1 Chief Scientist, *2 Special Postdoctoral Researcher 
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(Visitor) 
HONG Shen $ !Ill: (RCNP, Osaka Univ.) 

(Student) 
SUGIMOTO Satoru ~ *- (RCNP, Osaka Univ.) 

Inorganic Chemical Physics Laboratory 
AMBE Shizuko q;: rm Wi :;. 
MAEDA Kunuko lW B3 ~~ :;. 
TAKAMI Michio ~ J! Ji ~ *2 

*1 Visiting Researcher, *2 Chief Scientist 

HUI Qin"£ ~*1 

MATSUO Yukari t~~EI3~{IJ 

(Visitors) 
ARAI Nobuaki 
KAWAI Jun 

)it #- 1~ ~ (Dept. Fisheries, Kyoto U niv.) 
iilJ £- i~ (Dept. Metallurgy, Kyoto Univ.) 

(Students) 
NAKAYAMA Satoshi 
TONOMURA Atsuro 

9=JLlJtr~ 
~ iJ't it tm 

Nuclear Chemistry Laboratory 
AMBE Fumitoshi q;:!~ X ~ * 1 

KOBAYASHI Yoshio IJ'\ ~ ~ :5'3 

(Coll. Eng., Hosei Univ.) 
(ColI. Eng., Hosei Univ.) 

ENOMOTO Shuichi tI *- :1§ _*2 

TAKEMATSU Noburu 1t t~ 1$ 

*1 Chief Scientist, *2 Special Postdoctoral Researcher 

(Visitors) 
AMANO Ryohei X. If .& ~ (Sch. Health Sci., Kanazawa Univ.) 
BABA Hiroshi .~ ~ * (Fac. Sci., Osaka Univ.) 
CHANG Zheng?it TIE 
CHOU Ju (Changchun Inst. Appl. Chern., China) 
ENDO Kazutoyo Jj: Hi *O:a (Showa ColI. Pharm. Sci.) 
FURUKAWA Michiaki il 111 ~ ijE3 (Fac. Sci., Nagoya Univ.) 
FURUSATO Naohisa il £ ~ ~ (ColI. Sci. Eng., Aoyama Gakuin Univ.) 
HIRUNUMA Rieko !RI¥~{lJrI:;' (Showa ColI. Pharm. Sci.) 
ITO Nobuhiko W Hi 1$ ~ (Sch. Veter. Med. Animal Sci., Kitasato Univ.) 
KATAYAMA Masayuki Jt LlJ ~ Z (Fac. Agr., Univ. Osaka Pref.) 
KATAYAMA-SUGAWARA Yohko Jt LlJ i$ -T (Fac. Sci. Living, Osaka City Univ.) 
KIMURA Kan * iJ't ~ (CoIl. Sci. Eng., Aoyama Gakuin Univ.) 
KOJIMA Sadao IJ'\ 1i!b ~:5'3 (Nucl. Med. Cent., Aichi Medical Univ.) 
MATSUMOTO Ken-ichiro t~*-~-~~ (Showa CoIl. Pharmaceutic. Sci.) 
MINAI Yoshitaka ~ ~ 1t ~ (Fac. Human, Musashi Univ.) 
NASU Saburo ~~ 3Ji =: ~~ (Fac. Eng. Sci., Osaka Univ.) 
OHKUBO Yoshitaka "*~*&~ (Res. Reactor Inst., Kyoto Univ.) 
OISHI Shigeo "* E a: 1$ (Sch. Health Sci., Kanazawa Univ.) 
OKAMOTO Yayoi WiJ *- 5$ ~ (Showa CoIl. Pharmaceutic. Sci.) 
OKAMOTO Yoichi WiJ *- i$ - (Showa CoIl. Pharm. Sci.) 
OZAKI Takuo Ji€. ~~ !j[ ~~ (Fac. Sci., Univ. Tokyo) 
SAITO Tadashi ~ Hi ~ (Fac. Sci., Osaka Univ.) 
SHIBATA Seiichi ~ B3 ID;t - (Res. Reactor Inst., Kyoto Univ.) 
SHINOHARA Atsushi m}]{ JJI. (Fac. Sci., Nagoya Univ.) 
WANG Haifang (Peking Univ., China) 
WEGINWAR Rajiv G. (Chandrapur CoIl. Engineer., India) 
YOKOTA Yuko tit B3 :m:;. (Coll. Sci. Eng., Aoyama Gakuin Univ.) 
YOKOYAMA Akihiko tit LlJ 13J3 ~ (Fac. Sci., Osaka Univ.) 
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YOSHIDA Yutaka E IE .I: (Shizuoka Inst. Sci. Technol.) 

(Students) 
ABE Daisuke ~iiJ ff~ * '10 (Fac. Sci., Toho Univ.) 
ARAKI Hirokazu 5iE * 7i: - (Fac. Sci., Osaka Univ.) 
DAIRAKU Tomohisa * ~ ~D A (Fac. Sci., Nagoya Univ.) 
HAYAKAWA Nobutaka !f. )111~ I!i (Showa ColI. Pharm. Sci.) 
IRIGUCHI Yuko A 0 fl r (Fac. Sci. Living, Osaka City Univ.) 
ITOH Masahiro -@t ~ ~ 7i: (Shizuoka Inst. Sci. Technol.) 
ITOH Naoya -@t ~ @: 5$ (ColI. Sci. Eng., Aoyama Gakuin Univ.) 
ITOU Mayu -@t ~ ~ 83 (Sch. Veter. Med. Animal Sci., Kitasato Univ.) 
MORIMOTO Shinya ~ * Jt ijX (Fac. Sci., Osaka Univ.) 
MUKAI Kazuhiko rtD *D -;g: (Fac. Sci., Osaka U niv.) 
MURASE Nobuyuki ft iJi 1$ ~ (Shizuoka Inst. Sci. Technol.) 
MURATA Chihiro ft IE -+ ffi (Fac. Sci., Nagoya Univ.) 
MUROYAMA Toshiharu ~ LlJ ~ i1!r (Fac. Sci., Nagoya Univ.) 
NAKANISHI Kouichi $ ~ ~ m (Shizuoka Inst. Sci. Technol.) 
NISHIZAWA Satoshi ~ rR ~itr (Sch. Hygien. Sci., Kitasato Univ.) 
ODA Hirotaka IJ'\ IE ~.. (Fac. Sci., Nagoya Univ.) 
OIKAWA Shinji "& )11 • P] (Fac. Sci., Kanazawa Univ.) 
SANADA Jun Jt IE ilM] (Fac. Sci., Osaka Univ.) 
SEKIGUCHI Akiko I*l 0 ~ r (ColI. Sci. Eng., Aoyama Gakuin Univ.) 
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